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Feature extraction and representation is one of the most important issues in the content-
based image retrieval. In this paper, we propose a new content-based image retrieval tech-
nique using color and texture information, which achieves higher retrieval efficiency.
Firstly, the image is transformed from RGB space to opponent chromaticity space, and
the characteristics of the color contents of an image is captured by using Zernike chroma-
ticity distribution moments from the chromaticity space. Secondly, the texture features are
extracted using a rotation-invariant and scale-invariant image descriptor in Contourlet
domain, which offers an efficient and flexible approximation of early processing in the
human visual system. Finally, the combination of the color and texture information pro-
vides a robust feature set for color image retrieval. Experimental results show that the pro-
posed color image retrieval is more accurate and efficient in retrieving the user-interested
images.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Nowadays, with increased digital images available on Internet, efficient indexing and searching becomes essential for
large image archives. Traditional annotation heavily relies on manual labor to label images with keywords, which unfortu-
nately can hardly describe the diversity and ambiguity of image contents. Hence, content-based image retrieval (CBIR) [1]
has drawn substantial research attention in the last decade. CBIR usually indexes images by low-level visual features such
as color and texture. The visual features cannot completely characterize semantic content, but they are easier to integrate
into mathematical formulations [2]. Extraction of good visual features which compactly represent a query image is one of
the important tasks in CBIR.

Color is widely regarded as one of the most expressive visual features, and as such it has been extensively studied in the
context of CBIR, thus leading to a rich variety of descriptors. As conventional color features used in CBIR, there are color his-
togram, color correlogram, and dominant color descriptor (DCD) [1,3,4]. A simple color similarity between two images can be
measured by comparing their color histograms. The color histogram, which is a common color descriptor, indicates the
occurrence frequencies of colors in the image. The color correlogram describes the probability of finding color pairs at a fixed
pixel distance and provides spatial information. Therefore color correlogram yields better retrieval accuracy in comparison
to color histogram [3]. DCD is MPEG-7 color descriptors. DCD describes the salient color distributions in an image or a region
of interest, and provides an effective, compact, and intuitive representation of colors presented in an image. However, DCD
similarity matching does not fit human perception very well, and it will cause incorrect ranks for images with similar color
mation.
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distribution [5]. In Ref. [6], Yang et al. presented a color quantization method for dominant color extraction, called the linear
block algorithm (LBA), and it has been shown that LBA is efficient in color quantization and computation. For the purpose of
effectively retrieving more similar images from the digital image databases (DBs), Lu et al. [7] uses the color distributions,
the mean value and the standard deviation, to represent the global characteristics of the image, and the image bitmap is used
to represent the local characteristics of the image for increasing the accuracy of the retrieval system. Aptoula et al. [8] pre-
sented three morphological color descriptors, one making use of granulometries independently computed for each subquan-
tized color and two employing the principle of multiresolution histograms for describing color, using respectively
morphological levelings and watersheds.

Textures are psycho-physically perceived by the human visual system (HVS), particularly, on the aspects of orientation
and scale of texture patterns. Texture is also an important visual feature that refers to innate surface properties of an object
and their relationship to the surrounding environment. Many objects in an image can be distinguished solely by their tex-
tures without any other information. In conventional texture features used for CBIR, there are statistic texture features using
gray-level co-occurrence matrix (GLCM), Markov random field (MRF) model, simultaneous auto-regressive (SAR) model,
Wold decomposition model, edge histogram descriptor (EHD), etc. Recently, BDIP (block difference of inverse probabilities)
and BVLC (block variation of local correlation coefficients) features have been proposed which effectively measure local
brightness variations and local texture smoothness, respectively [9]. These features are shown to yield better retrieval accu-
racy over the compared conventional features. Kokare et al. [10] designed a new set of 2D rotated wavelet by using Daube-
chies eight tap coefficients to improve the image retrieval accuracy. The 2D rotated wavelet filters that are non-separable
and oriented, improves characterization of diagonally oriented textures. In Ref. [11], He et al. presented a novel method,
which uses non-separable wavelet filter banks, to extract the features of texture images for texture image retrieval. Com-
pared to traditional tensor product wavelets (such as db wavelets), the new method can capture more direction and edge
information of texture images. Tzagkarakis et al. [12] described the design of a rotation-invariant texture retrieval system
that exploits the non-Gaussian heavytailed behavior of the distributions of the subband coefficients, representing the texture
information via a steerable pyramid. Han et al. [13] proposed a scale-invariant Gabor representations, where each represen-
tation only requires few summations on the conventional Gabor filter impulse responses, and the texture features are then
extracted from these new representations for conducting scale-invariant texture image retrieval.

Most of the early studies on CBIR have used only a single feature among various visual features. However, it is hard to
attain satisfactory retrieval results by using a single feature because, in general, an image contains various visual character-
istics. Recently, active researches in image retrieval using a combination of color and texture features have been performed
[1,2,14]. In Ref. [15], two-dimensional or one-dimensional histograms of the CIELab chromaticity coordinates are chosen as
color features, and variances extracted by discrete wavelet frames analysis are chosen as texture features. In scheme [16], an
efficient approach for querying and retrieval by multiple visual features is proposed. The approach employs three specialized
histograms (i.e. distance, angle, and color histograms) to store feature-based information. Choraś et al. [17] developed ori-
ginal CBIR methodology that uses Gabor filtration, in which the texture features based on thresholded Gabor features, and
color features based on histograms are calculated. Lin et al. [18] propose three image features for use in image retrieval. The
first image feature is based on color distribution and is called an adaptive color histogram (ACH). The second and third image
features, called adaptive motifs co-occurrence matrix (AMCOM) and gradient histogram for adaptive motifs (GHAM), are
based on color and texture features, respectively. Chun et al. [19] proposed a CBIR method based on combination of multi-
resolution color and texture features. As its color features, color autocorrelograms of the hue and saturation component
images in HSV color space are used. As its texture features, BDIP and BVLC moments of the value component image are
adopted. In Ref. [20], an automatic content-based video shot indexing framework is proposed employing five types of
MPEG-7 low-level visual features (color, texture, etc.). Kebapci et al. [21] presented a content-based image retrieval system
for plant image retrieval, intended especially for the house plant identification problem. The suitability of various well-
known color and texture features was studied, and some new texture matching techniques are introduced. Hiremath
et al. [22,23] presented novel retrieval frameworks for combining multiple image information, in which the local color
and texture descriptors are captured in a coarse segmentation framework of grids.

In this paper, we propose a new content-based image retrieval technique using Zernike chromaticity distribution mo-
ments and rotation-scale invariant Contourlet texture feature, which achieves higher retrieval efficiency. The rest of this pa-
per is organized as follows. Section 2 presents Zernike chromaticity distribution color moments extraction. Section 3
describes the Contourlet transform and rotation-scale invariant texture representation. Section 4 contains the description
of similarity measure for image retrieval. Simulation results in Section 5 will show the performance of our scheme. Finally,
Section 6 concludes this presentation.
2. The Zernike chromaticity distribution moment

In general, color is one of the most dominant and distinguishable low-level visual features in describing image. Many CBIR
systems employ color to retrieve images, such as QBIC system and VisualSEEK. In the proposed image retrieval method, we
capture the characteristics of the color contents of an image by using Zernike chromaticity distribution moments directly
from the chromaticity space. It is shown that the set of Zernike chromaticity distribution moments can provide a compact,
fixed-length and computation effective representation of the color contents of an image, and only a small fixed number of
Please cite this article in press as: Wang X-Y et al. A new content-based image retrieval technique using color and texture information.
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compact Zernike chromaticity distribution moments need to be stored to effectively characterize the color content of an
image.

2.1. The Zernike moments

Zernike moments consist of a set of complex polynomials [24] that form a complete orthogonal set over the interior of the
unit circle, x2 + y2

6 1. If the set of these polynomials is denoted by {Vnm(x, y)}, then the form of these polynomials is as
follows:
Please
Comp
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Like any other orthogonal and complete basis, the Zernike polynomial can be used to decompose an analog 2D signal
f(x, y)
f ðx; yÞ ¼
X1
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X
fm:jmj�ng

AnmVnmðx; yÞ ð3Þ
where Anm is the Zernike moments of order n with repetition m, whose definition is
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nþ 1
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It should be pointed out that in case of 2D signal, (4) cannot be applied directly, but rather, its approximate version has to be
employed. For instance, given a 2D signal of size M � N, its Zernike moments are computed as
bAnm ¼
nþ 1

p
XM

i¼1

XN

j¼1

hnmðxi; yjÞf ðxi; yjÞ ð5Þ
where the value of i and j are taken such that xi
2 þ yj

2 6 1 and
hnmðxi; yjÞ ¼
Z xiþDx

2

xi�Dx
2

Z yiþ
Dy
2

yi�
Dy
2

V�nmðx; yÞdxdy ð6Þ
where Dx ¼ 2
M, Dy ¼ 2

N � hnmðxi; yjÞ can be computed to address the nontrivial issue of accuracy. In this research, we adopt the
following formulas which are most commonly used in literature to compute Zernike moments of discrete 2D signals
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f ðr cos h; r sin hÞRnmðrÞ expð�jmhÞ ð7Þ
The orthogonality and completeness of the Zernike yield the following formula for reconstructing the 2D signal
f̂ ðx; yÞ ¼
Xn max

n¼0

Xn

m¼�n

AnmVnmðx; yÞ ð8Þ
2.2. The advantages of Zernike moments

The reason we use Zernike moments for image retrieval is that they have some very important properties, i.e., their mag-
nitudes are invariant under rotation and flipping. We now elaborate on these invariance properties.

(1) The invariance properties. If 2D signal f(q, h) is rotated a degrees counterclockwise, the 2D signal under rotation is
f0(q, h) = f(q, h � a), and the Zernike moments of can be expressed by A0nm ¼ Anm expð�jmaÞ, which leads to
jA0nmj ¼ jAnmj. Therefore, the magnitudes of Zernike moments are robust to rotation. The magnitudes of Zernike
moments also have perfect robustness to flipping.

(2) Good robustness against noise. Zernike moments have been proven to be superior to other moment functions such as
Legendre moments in terms of their feature representation capabilities. Zernike moments can offer more feature vec-
tors than Legendre moments, and they are less sensitive to noise than the conventional moments.
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(3) Orthogonal property. Zernike moments are orthogonal. Orthogonal moments have been proven to be more robust in
the presence of noise, and they are able to achieve a near zero value of redundancy measure in a set of moment
functions.

(4) Reconstruction property. Zernike moments can be used to reconstruct the 2D signal.
(5) Multilayer expression. For a 2D signal, the low-order moments of the Zernike moments can express the outline of the

2D signal; and the high-order moments of the Zernike moments can express the detail of the 2D signal. Fig. 1 shows
the binary image (2D signal) R and its reconstructed image. From left to right, the orders are 5, 10, 15, 20, and 25,
respectively. It is not difficult to see that the low-order Zernike moments of digital image contain contour, but the
high-order ones give the detail.

On the whole, the Zernike moments is an ideal region-based shape descriptor.
2.3. Opponent chromaticity space

A color space, also known as color signal, defines a set of attributes that uniquely identify a color. Color spaces are then
important, as they set the distribution that colors present for different objects, which is fundamental in color classification
and color retrieval. In addition, each color space provides with features that may be better suited for specific problems, such
as varying lighting conditions or noisy environments. Color spaces can be classified into linear color space (including RGB,
CMY, XYZ, YIQ, YUV) and non-linear color space (including Nrgb, Nxyz, L�a�b�, L�u�v�, HSV). Linear color spaces are based on a
set of primary colors, and describe colors in terms of a weighed sum of the intensities of these primary colors. In contrast,
non-linear color spaces can include more properties of color spaces that may help humans or different image processing
techniques to better describe colors [25,26].

The most common representation for digital images is the RGB linear color space. The RGB color space used in computer
monitors describes colors in terms of three primary colors: red, green and blue. A linear combination of these components
will produce all the colors that can be shown in such screens. For RGB color space, the direct utilization of the (R,G,B) triplet
for image indexing is unreliable due to its susceptibility to change of brightness. Hence, the (R,G,B) triplet are mapped to
brightness independent chromaticities prior to indexing
Fig. 1.
(order

Please
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r ¼ R
Rþ Gþ B

; g ¼ G
Rþ Gþ B

; b ¼ B
Rþ Gþ B

ð9Þ
Since b = 1 � r � g, the two-dimensional chromaticities (r, g) is sufficient to describe the color content of the image. To avoid
the case of R = G = B = 0, which will cause an undefined division, we utilize the transformations R ? R + d, G ? G + d,
B ? B + d, and modify the equation to
r ¼ Rþ d
Rþ Gþ Bþ 3d

; g ¼ Gþ d
Rþ Gþ Bþ 3d

; b ¼ Bþ d
Rþ Gþ Bþ 3d

ð10Þ
where d is an arbitrary small number. The brightness independence property is not affected since R, G, B P d. In our case, we
choose d = 0.01.

In color research it is well known that a primal encoding of color in RGB co-ordinates is less uniform than an opponent
encoding [25,26]. The opponent color space has three axes: white–black, yellow–blue and red–green axes. Each axis is mutu-
ally uncorrelated and so conveys independent information. The opponent chromaticity space
ðrg; ybÞ ¼ r � g;
r
2
þ g

2
� b

� �
ð11Þ
is more uniform and so can be more efficiently characterized by the Zernike moments (see following subsection). Note that
the white–black axis is not used since it encodes brightness information and will not be included in the chromaticity histo-
gram. It is straightforward to show that � 1 6 rg 6 1, � 1 6 yb 6 1.
The binary image (2D signal) R and its reconstructed image: (a) Origin image, (b) the reconstructed image (order is 5), (c) the reconstructed image
is 10), (d) the reconstructed image (order is 15), (e) the reconstructed image (order is 20), and (f) the reconstructed image (order is 25).
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2.4. The Zernike chromaticity distribution moment

Let I(i, j) = [R(i, j), G(i, j), B(i, j)] represent an M � N color image, where i = 0, 1, . . . , M � 1, j = 0, 1, . . . , N � 1. We first map
the RGB triplets to the opponent chromaticity space, and have
Please
Comp
Iði; jÞ ¼ ½rgði; jÞ; ybði; jÞ� ði ¼ 0;1; . . . ;M � 1; j ¼ 0;1; . . . ;N � 1Þ
Then, we compute the Zernike chromaticity distribution moments of color image in opponent chromaticity space
Anm ¼
nþ 1

p
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r
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h

Iðr cos h; r sin hÞRnmðrÞ expð�jmhÞ
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p

X
r

X
h

½rgðr cos h; r sin hÞ; ybðr cos h; sin hÞ�RnmðrÞ expð�jmhÞ ð12Þ
Generally, the lower order Zernike chromaticity distribution moment represents slow-changing components in the oppo-
nent chromaticity space while the higher order one represents the fast changing components, and the zero order Zernike
chromaticity distribution moment is a constant regardless of the image. So, some low order Zernike chromaticity distribu-
tion moments are selected as color feature set for image retrieval in this paper, and the color feature vector based on Zernike
chromaticity distribution moments is given by
FC ¼ ðA10;A01;A11;A02;A20Þ ð13Þ
3. The rotation-scale invariant Contourlet texture feature

Most natural surfaces exhibit texture, which is an important low-level visual feature. Texture recognition will therefore
be a natural part of many computer vision systems. In this paper, we propose a new rotation-invariant and scale-invariant
texture representation for image retrieval based on Contourlet transform.
3.1. The Contourlet transform

The Contourlet transform is a true 2D transform defined in the discrete form to capture the contour information in all
directions. It not only possesses the features of multiscale and time–frequency localization, but also offers anisotropy. It
is able to capture significant information about an object of interest using a smaller description, when compared to wavelet
transform. Contourlet transform decomposes image into bandpass directional subbands by pyramid directional filter banks
(PDFBs). There are two stages in this processing, namely subband decomposition and directional decomposition. In this dou-
ble filter bank, the Laplacian pyramid is first used to capture the point discontinuities, then followed by a directional filter
bank to link point discontinuities into linear structures. The overall result is an image expansion using basic elements like
contour segments. We would like to point out that the Contourlet transform is a multiscale and multidirection image rep-
resentation, which allows for different and flexible number of directions at each scale [27].
3.1.1. Pyramid frames
One way to obtain a multiscale decomposition is to use the Laplacian pyramid (LP) introduced by Burt and Adelson. The

LP decomposition at each level generates a downsampled lowpass version of the original and the difference between the
original and the prediction, resulting in a bandpass image.
3.1.2. Iterated directional filter banks
The DFB is efficiently implemented via an l-level binary tree decomposition that leads to 2l subbands with wedge-shaped

frequency partitioning. In 1992, Bamberger and Smith constructed a 2-D directional filter bank (DFB) that can be maximally
decimated while achieving perfect reconstruction [27].

Do and Vetterli proposed a new construction for the DFB that avoids modulating the input image and has a simpler rule
for expanding the decomposition tree [27].
3.1.3. Pyramid directional filter banks
The Laplacian pyramid only provides multiscale analysis without directionality. Since the directional filter bank (DFB)

was designed to capture the high frequency (representing directionality) of the input image, the low frequency content is
poorly handled. Combining the Laplacian pyramid and the directional filter bank, we can obtain an efficient image
representation.

Fig. 2 illustrates the 3-level Contourlet decomposition for Zoneplate image. We notice that only Contourlets that match
with both location and direction of image contours produce significant coefficients.
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3.2. The rotation-scale invariant Contourlet texture feature

In order to describe the texture characteristic of image, we use the rotation-scale invariant standard deviation and entro-
py of the Contourlet transformed image to capture the relevant image content into feature vectors.

We first extract the luminance component from the color image, and then perform a S level Contourlet transform on the
luminance component, so we can obtain a low-pass subband A(x, y) and a series of high-pass subbands Dmn(x, y) at scale
m = , 0, 1, . . . , S � 1 and orientation n = 0, 1, . . . , K � 1. The energy distribution (E(m, n)) and mean (lmn) of the high-pass sub-
bands Dmn(x, y) at scale m, and at orientation n are defined as
Please
Comp
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Additionally, the standard deviation (rmn) and entropy (Hmn) of the energy distributions are found as follows
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2

s

Hmn ¼ �
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D2
mnðx; yÞ logðD2

mnðx; yÞÞ ð15Þ
where M and N denote the height and width of the input image respectively, Dmn(x, y) is the Contourlet coefficient within the
given high-pass subband.

So, the corresponding Contourlet texture feature vector (FT) is defined by using the standard deviation and entropy as tex-
ture feature elements. It is denoted as
FT ¼ ðr00;H00;r01;H01; � � � ;rS�1K�1;HS�1K�1Þ
Obviously, the dimensionality of the texture feature vectors depends on the number of scales (S) and on the number of ori-
entations (K) considered during the Contourlet transform. Next, we discuss the rotation-scale invariant Contourlet texture
feature.

Rotation-invariant texture representation is achieved by computing the dominant orientation of the images followed by
feature alignment. The dominant orientation (DO) is defined as the orientation with the highest total energy across the dif-
ferent scales considered during image decomposition [28]. It is computed by finding the highest accumulated energy for the
K different orientations considered during image decomposition
DOi ¼maxfEðRÞ0 ; EðRÞ1 ; . . . ; EðRÞK�1g
where i is the index where the dominant orientation appeared, and
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Please
Comp
EðRÞn ¼
XS�1

m¼0

Eðm;nÞ; n ¼ 0;1; . . . ;K � 1
Here, each EðRÞn covers a set of high-pass subbands Dmn(x, y) at different scale m but at same orientation n.
Finally, rotation-invariance is obtained by shifting circularly feature elements within the same scales, so that first ele-

ments at each scale correspond to dominant orientations. As an example, let FT be a feature vector obtained by using a Con-
tourlet transform with m = 2 scales, and n = 2 orientations
FT ¼ ðr00;H00;r01;H01; r10;H10;r11;H11;r12;H12Þ
Suppose that the dominant orientation appears at index i = 1 (DOi=1), thus the rotation-invariant texture feature vector,
after feature alignment, is represented as follows
F 0T ¼ ðr01;H01;r00;H00; r11;H11;r12;H12;r10;H10Þ
Similarly, scale-invariant texture representation is achieved by finding the scale with the highest total energy across the
different orientations (dominant scale). For this purpose, the dominant scale (DS) at index i is computed as follows
DSi ¼maxfEðSÞ0 ; EðSÞ1 ; . . . ; EðSÞS�1g
where EðSÞm denotes the accumulated energies across the S different scales
EðSÞm ¼
XK�1

n¼0

Eðm;nÞ; m ¼ 0;1; . . . ; S� 1
Here, each EðSÞm covers a set of high-pass subbands Dmn(x, y) at different orientations for each scale. As an example, let FT be a
feature vector obtained by using a Contourlet transform with m = 2 scales, and n = 2 orientations
FT ¼ ðr00;H00;r01;H01; r10;H10;r11;H11;r12;H12Þ
By supposing that the dominant scale was found at index i = 1 (second scale in the Contourlet decomposition), its scale-
invariant texture feature vector, after feature alignment, is represented as
F 00T ¼ ðr10;H10;r11;H11; r12;H12;r00;H00;r01;H01Þ
According to the dominant orientation and dominant scale simultaneously, we can obtain the rotation-scale invariant
Contourlet texture feature by feature alignment (In this paper, we set m = 2 and n = 2)
FT ¼ ðr00;H00;r01;H01; r10;H10;r11;H11;r12;H12Þ ð16Þ
4. Similarity measure

After the color and texture feature vectors are extracted, the retrieval system combines these feature vectors, calculates
the similarity between the combined feature vector of the query image and that of each target image in an image DB, and
retrieves a given number of the most similar target images.

4.1. Color feature similarity measure

The color feature similarity is given by
SColorðQ ; IÞ ¼ ððAQ
10 � AI

10Þ
2 þ ðAQ

01 � AI
01Þ

2 þ ðAQ
11 � AI

11Þ
2 þ ðAQ

02 � AI
02Þ

2 þ ðAQ
20 � AI

20Þ
2Þ1=2 ð17Þ
where AQ
ij denotes the color feature of query image Q, and AI

ij denotes the color feature of target image I.

4.2. Texture feature similarity measure

We give the texture feature similarity as follows
STextureðQ ; IÞ ¼ ððrQ
00 � rI

00Þ
2 þ ðHQ

00 � HI
00Þ

2 þ ðrQ
01 � rI

01Þ
2 þ ðHQ

01 � HI
01Þ

2 þ ðrQ
10 � rI

10Þ
2 þ ðHQ

10 � HI
10Þ

2 þ ðrQ
11

� rI
11Þ

2 þ ðHQ
11 � HI

11Þ
2 þ ðrQ

12 � rI
12Þ

2 þ ðHQ
12 � HI

12Þ
2Þ1=2 ð18Þ
where rQ
ij and HQ

ij denote the rotation-scale invariant Contourlet texture feature of query image Q ;rI
ij and HI

ij denote the rota-
tion-scale invariant Contourlet texture feature of target image I.

So the distance used for computing the similarity between the query feature vector and the target feature vector is given
as
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Please
Comp
SðI;QÞ ¼ wCSColorðQ ; IÞ þwT STextureðQ ; IÞ ð19Þ
wC þwT ¼ 1
where wC and wT are the weights of the color and texture features respectively.
When retrieving images, we firstly calculate the similarity between the query image and each target image in the image

DB, and then sort the retrieval results according to the similarity value.
5. Experimental results

In this paper, we propose a new and effective color image retrieval scheme for combining color and texture information,
which achieve higher retrieval efficiency. To evaluate the performance of the proposed algorithm, we conduct an extensive
set of CBIR experiments by comparing the proposed algorithm to several state-of-the-art image retrieval approaches [16,23].

5.1. Evaluation setup and dataset

The color image retrieval systems have been implemented in MATLAB 7.0 environment on a Pentium 4 (2 GHz) PC. To
check the retrieval efficiency of proposed method, we perform experiments over 6000 images from 150 categories of the
COREL photo gallery, in which each category contains 100 images. Every database image is of size 256 � 384 or
384 � 256. Corel images have been widely used by the image processing and CBIR research communities. They cover a vari-
ety of topics, such as ‘‘Flowers’’, ‘‘Buses’’, ‘‘Beach’’, ‘‘Elephants’’, ‘‘Sunset’’, ‘‘Buildings’’, and ‘‘Horses’’. Fig. 3 shows some image
examples in this dataset.

In order to evaluate the retrieval performance, at the same time considering that the number of similar images returned
from retrieval system is not suitable for using general Precision and Recall standard, we adopt Precision and Normal Recall
proposed by Tan et al. as evaluation standard [29]. Normal Precision and Normal Recall are defined as below
PNormal ¼ 1�
PL

i¼1ðlog ri � log iÞ
log N!

ðN�LÞ!L!

;

RNormal ¼ 1�
PL

i¼1ðri � iÞ
ðN � LÞL
where N is the number of image retrieved (N is set as 20 in the simulation experiment), L is the number of relevant images
retrieved, and ri is the serial number of each relevant images retrieved.

5.2. The performance of feature selection

Generally in a CBIR system, images are represented by multiple visual features. Color information is the most informative
feature because of its robustness with respect to scaling, rotation, perspective, and occlusion. Texture information can be
another important feature and previous studies have shown that texture structure and orientation fit well the model of hu-
man perception.

In our image retrieval, the Zernike chromaticity distribution moments are use to capture the color content, and the rota-
tion-scale invariant image descriptor in Contourlet domain are extracted to capture the texture information. To evaluate the
overall performance of the proposed image feature in retrieval, a number of experiments were performed on our image re-
trieval. The parameter settings are: wC = wT = 1/2.

In Figs. 4 and 5, we demonstrate our retrieval results with the Zernike chromaticity distribution moments only, the rota-
tion-scale invariant Contourlet texture feature only, both Zernike chromaticity distribution moments and rotation-scale
Fig. 3. Some images from the COREL dataset used in our experiments.
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Fig. 4. Our image retrieval results (Flower): (a) By taking the Zernike chromaticity distribution moments only, (b) by taking the rotation-scale invariant
Contourlet texture feature only, and (c) by taking both Zernike chromaticity distribution moments and rotation-scale invariant Contourlet texture feature.
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Fig. 5. Our image retrieval results (Elephant): (a) By taking the Zernike chromaticity distribution moments only, (b) by taking the rotation-scale invariant
Contourlet texture feature only, and (c) by taking both Zernike chromaticity distribution moments and rotation-scale invariant Contourlet texture feature.
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Fig. 6. The image retrieval results (Horse) using different schemes: (a) The retrieval scheme [16], (b) the retrieval scheme [23], and (c) the proposed
retrieval method.
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Fig. 7. The image retrieval results (Bus) using different schemes: (a) The retrieval scheme [16], (b) the retrieval scheme [23], and (c) the proposed retrieval
method.
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Fig. 8. The image retrieval results (Beach) using different schemes: (a) The retrieval scheme [16], (b) the retrieval scheme [23], and (c) the proposed
retrieval method.
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invariant Contourlet texture feature, respectively. The image at the top of left-hand corner is the query image; other 20
images are the retrieval results.
5.3. Comparative performance evaluation

We report experimental results that show the feasibility and utility of the proposed algorithm and compare its perfor-
mance with two state-of-the-art image retrieval approaches [16,23]. To simulate the practical situation of online users,
the sequence of query images used in all the experiments is generated at random.

Figs. 6–8 show the image retrieval results using the scheme [16], scheme [23], and the proposed method. The image at the
top of left-hand corner is the query image; other 20 images are the retrieval results. Table 1 shows the number of correct
retrieval images for different methods.
Table 1
The number of correct retrieval images for different methods.

The query image Scheme [16] Scheme [23] The proposed method

Horse 8 9 18
Bus 9 9 20
Beach 6 8 16

Fig. 9. The average retrieval performance of three schemes: (a) The average normal precision and (b) the average normal recall.

Please cite this article in press as: Wang X-Y et al. A new content-based image retrieval technique using color and texture information.
Comput Electr Eng (2013), http://dx.doi.org/10.1016/j.compeleceng.2013.01.005

http://dx.doi.org/10.1016/j.compeleceng.2013.01.005


X.-Y. Wang et al. / Computers and Electrical Engineering xxx (2013) xxx–xxx 15
In order to further confirm the validity of the proposed algorithm, we randomly selected 50 images as query images from
the above image database (The tested 10 semantic class includes bus, horse, flower, dinosaur, building, elephant, people,
beach, scenery, and dish). Each kind is extracted five images, and each time returns the first 20 most similar images as re-
trieval results. To each kind of image, the average normal precision, and the average normal recall of five times query results
are calculated. These values are taken as the retrieval performance standard of the algorithm, as shown in Fig. 9.

According to the Figs. 4–9 we can see that our color image retrieval is more accurate and efficient in retrieving the user-
interested images, and is superior to the state-of-the-art image retrievals recently proposed in the literature.
6. Conclusion

CBIR is an active research topic in image processing, pattern recognition, and computer vision. In this paper, a CBIR meth-
od has been proposed which uses the combination of Zernike chromaticity distribution moments and rotation-scale invari-
ant Contourlet texture descriptor. Experimental results showed that the proposed method yielded higher retrieval accuracy
than the other conventional methods with no greater feature vector dimension. In addition, the proposed method almost
always showed performance gain in of average normal precision, average normal recall, and average retrieval time over
the other methods. As further studies, the proposed retrieval method is to be evaluated for more various DBs and to be ap-
plied to video retrieval.
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