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Dynamic Surface Control Using Neural Networks
for a Class of Uncertain Nonlinear Systems

With Input Saturation
Mou Chen, Member, IEEE, Gang Tao, Fellow, IEEE, and Bin Jiang, Senior Member, IEEE

Abstract— In this paper, a dynamic surface control (DSC)
scheme is proposed for a class of uncertain strict-feedback
nonlinear systems in the presence of input saturation and
unknown external disturbance. The radial basis function neural
network (RBFNN) is employed to approximate the unknown
system function. To efficiently tackle the unknown external dis-
turbance, a nonlinear disturbance observer (NDO) is developed.
The developed NDO can relax the known boundary requirement
of the unknown disturbance and can guarantee the disturbance
estimation error converge to a bounded compact set. Using
NDO and RBFNN, the DSC scheme is developed for uncertain
nonlinear systems based on a backstepping method. Using a
DSC technique, the problem of explosion of complexity inherent
in the conventional backstepping method is avoided, which is
specially important for designs using neural network approxima-
tions. Under the proposed DSC scheme, the ultimately bounded
convergence of all closed-loop signals is guaranteed via Lyapunov
analysis. Simulation results are given to show the effectiveness
of the proposed DSC design using NDO and RBFNN.

Index Terms— Backstepping control, dynamic surface control
(DSC), nonlinear disturbance observer (NDO), robust control,
uncertain nonlinear system.

I. INTRODUCTION

IN PRACTICAL engineering, lots of plants possess nonlin-
ear and uncertain characteristics. On the other hand, the

magnitude of control signal is always limited due to actuator
physical constraints. Thus, it is very important to develop
effective robust control techniques for uncertain nonlinear sys-
tems with input saturation. Saturation as one of the common
nonsmooth nonlinear constraint of control input should be
explicitly considered in the control design to enhance robust
control performance. If the input saturation is ignored in
the control design, the closed-loop control performance will
be severely degraded, and instability may occur. In recent
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years, there have been extensive studies on various systems
with input saturation in [1]–[3]. Neural network (NN)-based
near-optimal control was developed for a class of discrete-
time affine nonlinear systems with control constraints in [4].
In [5], a robust adaptive control scheme was proposed for
uncertain nonlinear systems in the presence of input saturation
and external disturbance. Robust adaptive neural network
control was proposed for a class of uncertain multi-input and
multi-output (MIMO) nonlinear systems with input nonlin-
earities [6]. Backstepping control was studied for hovering
unmanned aerial vehicle, including input saturations in [7].
In [8], an adaptive tracking control scheme was developed
for uncertain MIMO nonlinear systems with input saturation.
Adaptive control was studied for minimum phase single-input
and single-output plants with input saturation [9]. However,
there are few existing research results for the dynamic surface
control (DSC) scheme of uncertain strict-feedback nonlinear
systems with input saturation and unknown external distur-
bance.

On the other hand, robust adaptive backstepping con-
trol as an efficient control method has been extensively
used for nonlinear control system design due to its design
flexibility [10]–[13]. At the same time, NNs and fuzzy logical
systems as the universal approximators have been widely
employed to tackle the system uncertainty [14]–[19]. In [20],
an adaptive sliding-mode control was proposed for nonlinear
active suspension vehicle systems using Takagi–Sugeno fuzzy
approach. Robust adaptive tracking control scheme was pro-
posed for nonlinear systems based on the fuzzy approximator
in [21]. A combined backstepping and small-gain approach
was developed for the robust adaptive fuzzy output feedback
control design in [22]. In [23], a globally stable adaptive
backstepping fuzzy control scheme was studied for output-
feedback systems with unknown high-frequency gain sign.
Adaptive backstepping fuzzy control was proposed for nonlin-
early parameterized systems with periodic disturbance in [24].
In [25], an observer-based adaptive decentralized fuzzy fault-
tolerant control scheme was studied for nonlinear large-scale
systems with actuator failures. Furthermore, backstepping con-
trol has been extensively used in many practical systems.
Nonlinear adaptive flight control was proposed using back-
stepping method and NNs in [26]. In [27], a fuzzy adaptive
control design was studied for hypersonic vehicles via back-
stepping method. Robust attitude control was developed for
helicopters with actuator dynamics using NNs in [28]. In [29],
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an observer-based adaptive fuzzy backstepping control scheme
was proposed for a class of stochastic nonlinear strict-feedback
systems. However, there are few backstepping control results
for uncertain nonlinear systems using disturbance observers.
To tackle the unknown time-varying disturbance for effective
backstepping control design, the robust adaptive backstepping
control based on disturbance observation should be further
developed.

With conventional backstepping, a possible issue is the
problem of explosion of complexity. That is, the complexity
of the controller grows drastically as the order n of the system
increases. This explosion of complexity is caused by the
repeated differentiations of certain nonlinear functions. To effi-
ciently handle the system uncertainty in each subsystem, radial
basis function NN (RBFNN) with the universal approximation
capability is employed in [30] and [31]. Since RBFNN is used,
we need to take derivatives of those radial basis functions,
which further lead to heavier calculation burden in each step
design. Recently, the DSC method was employed to solve this
problem and many research results were presented [32]. In
[33], an adaptive DSC design was proposed using adaptive
backstepping for nonlinear systems. DSC was presented for a
class of nonlinear systems in [34]. In [35], NN-based adaptive
DSC was developed for nonlinear systems in strict-feedback
form. A robust adaptive NN tracking control design was
proposed for strict-feedback nonlinear systems using DSC
approach in [36]. In [37], a NN-based adaptive DSC scheme
was studied for uncertain nonlinear pure-feedback systems.
Simultaneous quadratic stabilization was studied for a class of
nonlinear systems with input saturation using DSC in [38]. In
[39], an output feedback adaptive DSC scheme was developed
for a class of nonlinear systems with input saturation. Recently,
L∞-type criteria are used in the DSC design to enhance
the control performance [40]–[42]. However, DSC should
be further investigated for uncertain strict-feedback nonlinear
systems in the presence of input saturation and unknown
external disturbance.

In recent years, disturbance observer design and application
have attracted considerable interest for robust control of
uncertain nonlinear systems. Thus, different disturbance
observers have been developed [43]–[47] and robust control
schemes were proposed using disturbance observers. A
general framework was given for nonlinear systems using
disturbance observer based control (DOBC) techniques in
[48]. In [49], composite DOBC and terminal sliding mode
control were investigated for uncertain structural systems.
The disturbance attenuation and rejection problem was
investigated for a class of MIMO nonlinear systems using
a DOBC framework in [50]. In [51], composite DOBC and
H∞ control designs were proposed for complex continuous
models. Adding robustness to nominal output feedback
controllers was studied for uncertain nonlinear systems using
a disturbance observer in [52]. Although significant progress
has been made for the disturbance observer design, there
are still some open problems that need to be solved. In
almost all approaches reported in the literature, the unknown
disturbance is assumed as a slowly changeable disturbance
for the disturbance observer design that implies the derivative

of the disturbance approaching to zero. It is apparent that
this assumption is restrictive for a practical system. The
NDO can provide the estimation of the bounded unknown
disturbance and can be employed in the robust control design
to compensate for the unknown disturbance. At the same
time, the NDO does not rely on complete knowledge of the
disturbance mathematical model, as an efficient disturbance
observer. In this paper, the NDO is proposed for the uncertain
nonlinear systems for which the known upper boundary
assumption of the unknown disturbance is canceled and the
convergence of the disturbance estimation error is proved.

This paper develops a new NDO-based DSC design for
uncertain nonlinear systems with unknown external distur-
bance and input saturation. The control objective is that the
proposed DSC can track a desired trajectory in the presence
of unknown time-varying external disturbance and input satu-
ration. The main contributions of this paper are as follows.

1) An NDO is developed to estimate the unknown distur-
bance. Especially, the known upper boundary requirement
of the unknown disturbance is eliminated for the design
of NDO.

2) DSC is implemented using the output of the developed
NDO for uncertain nonlinear systems with input satura-
tion and unknown external disturbances to enhance the
robust control performance of the closed-loop system.

3) Closed-loop system stability is guaranteed using Lya-
punov method, which shows that all closed-loop system
signals are semiglobal uniformly ultimately bounded.

The organization of this paper is as follows. Section II
details the problem formulation. Section III presents the
DSC scheme with NDO. Simulation studies are presented in
Section IV to demonstrate the effectiveness of the developed
nonlinear disturbance observer-based DSC, followed by some
concluding remarks in Section V.

Throughout this paper, (·̃) = (·̂) − (·)∗, || · || denotes the l2
norm, and λmin(·) and λmax(·) denote the smallest and largest
eigenvalues of a square matrix ·, respectively.

II. PROBLEM STATEMENT AND PRELIMINARIES
A. Problem Statement

Consider a class of uncertain strict-feedback nonlinear sys-
tems with input saturation and unknown disturbance which are
described by

ẋi = fi (x̄i ) + gi(x̄i )xi+1, i = 1, . . . , n − 1

ẋn = fn(x̄n) + gn0(x̄n)u(v(t)) + d(t)

y = x1 (1)

where x̄i = [x1, x2, . . . , xi ]T ∈ Ri , i = 1, 2, . . . , n, are
state vectors which are assumed to be measurable; y ∈ R is
the output of the uncertain nonlinear system; function terms
fi (x̄i) : Ri → R, i = 1, 2, . . . , n, gi(x̄i ) : Ri → R, i =
1, 2, . . . , n − 1, and gn0(x̄n) : Rn → R are unknown and
continuous; d ∈ R is an unknown and bounded disturbance;
v(t) ∈ R is the control input and u(·) denotes the plant input
which is subject to saturation nonlinearity described by [5]

u(v(t)) = sat(v(t)) =
{

sign(v(t))uM , |v(t)| ≥ uM

v(t), |v(t)| < uM
(2)

where uM is a bound of u(t).
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To efficiently tackle the saturation u(v(t)) in the DSC, it is
approximated by the following smooth function [5]:

h(v) = uM tanh

(
v

uM

)
= uM

ev/uM − e−v/uM

ev/uM + e−v/uM
. (3)

It is apparent that there exists a difference �(v) between
sat(v(t)) and h(v). Then, we have

�(v) = sat(v(t)) − h(v). (4)

Since the bounded property of the tanh function and the
sat function, we can see that the difference �(v) is bounded
which satisfies the following condition [5]:

|�(v)| = |sat(v(t)) − h(v)| ≤ uM (1 − tanh(1)) = d̄. (5)

Consider the saturation characteristic and the corresponding
approximation error, the uncertain nonlinear system (1) can be
written as

ẋi = fi (x̄i) + gi (x̄i)xi+1, i = 1, . . . , n − 1
ẋn = fn(x̄n) + gn0(x̄n)h(v(t)) + gn0(x̄n)�(v) + d(t)
y = x1. (6)

To facilitate the DSC design for the uncertain nonlinear
system (6), invoking the mean-value theorem [53], we can
express h(v(t)) in (6) as follows:

h(v(t)) = h(v0) + ∂h(v)

∂v

∣∣∣∣
v=vμ

(v − v0) (7)

where vμ = μv + (1 − μ)v0 with 0 < μ < 1.
By choosing v0 = 0, we obtain

h(v(t)) = h(0) + ∂h(v)

∂v

∣∣∣∣
v=vμ

v. (8)

Considering h(0) = 0, we have

h(v(t)) = ∂h(v)

∂v

∣∣∣∣
v=vμ

v. (9)

Define gn(x̄n) = gn0(x̄n)(∂h(v)/∂v)|v=vμ and D(t) = d(t)+
gn0(x̄n)�(v). Then, the uncertain nonlinear system (6) can be
rewritten as

ẋi = fi (x̄i ) + gi(x̄i )xi+1, i = 1, . . . , n − 1
ẋn = fn(x̄n) + gn(x̄n)v + D(t)
y = x1. (10)

B. Neural Networks

In many references of robust adaptive control for uncertain
nonlinear systems, RBFNNs are usually employed as
approximation models for the unknown nonlinear and con-
tinuous function terms using their inherent approximation
capabilities [54]. As a class of linearly parameterized NNs,
RBFNNs are adopted to approximate the unknown and con-
tinuous function f (Z) : Rq → R can be written as follows:

f (Z) = Ŵ T S(Z) + ε(Z) (11)

where Z = [z1, z2, . . . , zq ]T ∈ Rq is an input vector of
NN, Ŵ ∈ R p is a weight vector of the NN, S(Z) =
[s1(Z), s2(Z), . . . , sp(Z)]T ∈ R p is a basis function, ε is the

approximation error which satisfies |ε| ≤ |ε̄|, and ε̄ is a bound
unknown parameter.

In general, RBFNN can smoothly approximate any contin-
uous function f (Z) over the compact set �Z ∈ Rq to any
arbitrary accuracy as [55]

f (Z) = W∗T S(Z) + ε∗(Z) ∀Z ∈ �Z ⊂ Rq (12)

where W∗ is the optimal weight value and ε∗(Z) is the
smallest approximation error. The Gaussian function is written
in the form of

si (Z)=exp[−(Z − ci )
T (Z − ci )/b2

i ], i =1, 2, . . . , p (13)

where ci and bi are the center and width of the neural cell of
the i th hidden layer.

The optimal weight value of RBFNN is given by [55]

W∗ = arg min
Ŵ∈� f

[ sup
z∈SZ

| f̂ (Z |Ŵ ) − f (Z)|] (14)

where � f = {Ŵ : ‖Ŵ‖ ≤ M} is a valid field of the parameter
and M is a design parameter. SZ ⊂ Rn is an allowable set of
the state vector.

Using the optimal weight value yields

| f (Z) − W∗T S(Z)| = |ε∗(Z)| ≤ |ε̄|. (15)

In this paper, the NDO is employed to estimate the unknown
compounded disturbance D(t) which consists of d(t) and
gn0(x̄n)�(v). The RBFNNs are used to approximate the
unknown continuous functions. Based on estimated outputs
of the developed NDO and the RBFNN, the DSC scheme is
proposed for uncertain nonlinear systems. The control objec-
tive is that the developed DSC scheme can make the system
output follow a given desired system output yd of the nonlinear
system in the presence of the unknown external disturbance
and the input saturation for all initial conditions satisfying
�i := {∑i

j=1(z
2
j + (W̃ T

j � j W̃ j )) + ∑i
j=2 η2

j < 2 p}, i =
1, . . . , n with p > 0, z1 = x1 − yd , zi = xi −λi , i = 2, . . . , n,
W̃ j = Ŵ j −W∗

j , j = 1, . . . , n, λi and ηi will be given. For the
desired system output yd , the proposed nonlinear disturbance
observer-based DSC should ensure that all closed-loop signals
are convergent.

To proceed with the design of the nonlinear disturbance
observer-based DSC for the uncertain nonlinear system (1),
the following assumptions are required.

Assumption 1 [56]: For all t > 0, the reference signal
yd(t) is a sufficiently smooth function of t , and yd , ẏd , and
ÿd are bounded, that is, there exists a positive constant B0
such that �0 := {(yd , ẏd , ÿd ) : (yd)2 + (ẏd)2 + (ÿd)2 ≤ B0}.

Assumption 2 [57]: The signs of gi , i = 1, . . . , n − 1 and
gn0 are known. Furthermore, there exist positive constants g

i
and ḡi , such that g

i
≤ |gi | ≤ ḡi . At the same time, there exist

two positive constants g
0

and ḡ0 to render g
0

≤ |gn0| ≤ ḡ0
valid. Without losing generality, we shall assume that gi and
gn0 are positive in the DSC design.

Assumption 3: There exist the unknown positive constants
β0 and β1 such that the external disturbance satisfy |d| ≤ β0
and |ḋ| ≤ β1.

Assumption 4 [57]: There exist constants gd
i > 0, i =

1, 2, . . . , n such that |ġi(.)| ≤ gd
i in the compact set � j .



CHEN et al.: DSC USING NNs FOR A CLASS OF UNCERTAIN NONLINEAR SYSTEMS 2089

At the same time, there exists a positive constant gd
n0 such

that |ġn0(.)| ≤ gd
n0.

Assumption 5: For a practical system described by the
uncertain strict-feedback nonlinear system (1) subject to the
input saturation (2) and the desired reference signal yd , there
should exist a feasible actual control input v which can achieve
the given tracking control objective.

Remark 1: Due to the control input saturation u(v(t)) and
the unknown external disturbance d(t), the control design of
the uncertain nonlinear system (1) becomes more complicated.
In accordance with the characteristic of the DSC, the reference
signal yd(t) and its time derivatives ẏd(t), ÿd (t) are assumed
to be bounded in Assumption 1. Assumption 2 implies that
smooth functions are strictly either positive or negative. To
Assumption 3, the external disturbance is assumed as bounded
and the boundary is unknown. Since the time-dependent distur-
bance d(t) can be largely attributed to the exogenous effects, it
has finite energy. Hence, it is bounded and the time derivation
is also bounded. On the other hand, the approximation error
�(v) of the control input saturation is bounded which equals
to �(v) = sat(v(t)) − h(v). For a practical system, the time
derivation of sat(v(t)) is bounded when the actuator is deter-
mined. Furthermore, the time derivation of tanh function h(v)
is also bounded. Thus, the time derivation of �̇(v) is bounded.
At the same time, Ḋ(t) = ḋ(t)+(ġn0(x̄n)�(v)+gn0(x̄n)�̇(v)).
According to Assumptions 2 and 4, we know that gn0 and
ġn0 are bounded. From above analysis, we know that the
compounded disturbance D(t) satisfies |D| ≤ θ0 and |Ḋ| ≤ θ1
with the unknown constants θ0 > 0 and θ1 > 0.

Remark 2: For a given practical system, the input satura-
tion should meet the physical requirement of system control.
In other words, there should exist a DSC that can track the
given desired output of the nonlinear system in the presence
of the unknown external disturbance and the input saturation
for all given initial conditions. Many practical systems are
controllable under the control input saturation, such as a
flight control system. For an aircraft, the deflexion angles
of control surfaces are limited, which lead to the bounded
control forces and control moments. However, there usually
exists a possible control to meet the flight control requirement
under the limited control forces and control moments. Thus,
for a given practical system, the input saturation should meet
the physical requirement of system control. Namely, there
should exist a DSC that can track the given desired output
of the nonlinear system in the presence of the unknown
external disturbance and the input saturation for all given
initial conditions.

Remark 3: To tackle the control input saturation of the
uncertain strict-feedback nonlinear system, the saturation func-
tion is approximated by the tanh function in the DSC design.
To facilitate the DSC design for the uncertain nonlinear
system (6), we introduce gn0(x̄n)(∂h(v)/∂v) |v=vμ to be as
a control gain function by invoking the mean-value theorem.
In general, ∂h(v)/∂v goes to zero as v → ∞ which may lead
to gn(x̄n) = gn0(x̄n)(∂h(v)/∂v)|v=vμ going to zero. However,
from Assumption 5, we know that the difference between the
designed control input v and the actual control input u should
be bounded to meet the controllable requirement. Due to the

bounded actual control input u, the designed control input v
does not go to infinite which means gn without going to zero
in our DSC design.

III. DSC USING NONLINEAR DISTURBANCE OBSERVER

AND BACKSTEPPING TECHNIQUE

In this section, the NN-based DSC scheme will be
developed for the uncertain strict-feedback nonlinear
system (1) using the NDO. The detailed design process is
described as follows.

Step 1: Consider the first equation in (10) when n = 1 and
define the error variable as

z1 = x1 − yd . (16)

Invoking (10) and differentiating z1 with respect to time
yields

ż1 = ẋ1 − ẏd = f1(x1) + g1(x1)x2 − ẏd . (17)

Assuming x2 as a virtual control input, the desired feedback
control α∗

2 can be designed as

α∗
2 = −k1z1 − 1

g1
( f1 − ẏd) (18)

where k1 is a positive design constant. f1 and g1 are unknown
smooth functions of x1.

Define ρ1(Z1) = (1/g1(x1))( f1(x1) − ẏd) with Z1 =
[x1, ẏd ]T . By employing the RBFNN to approximate ρ1(Z1)
and considering (12), α∗

2 can be expressed as

α∗
2 = −k1z1 − W∗T

1 S1(Z1) − ε∗
1 . (19)

Since W∗
1 and ε∗

1 are unknown, the virtual control law α2
is proposed as

α2 = −k1z1 − Ŵ T
1 S1(Z1) (20)

where Ŵ1 is the estimation of W∗
1 which is updated by

˙̂W1 = �1(S1(Z1)z1 − σ1Ŵ1) (21)

where �1 = �T
1 > 0 and σ1 > 0 are the design parameters.

To avoid repeatedly differentiating α2, which leads to the
so-called explosion of complexity in the sequel steps, the DSC
technique can be employed to solve it. Introducing a first-order
filter λ2, and letting α2 pass through it with time constant τ2
yields

τ2λ̇2 + λ2 = α2, λ2(0) = α2(0). (22)

Defining z2 = x2 − λ2 and η2 = λ2 − α2, we have
λ̇2 = −η2/τ2 and x2 = z2+η2+α2. Considering (17) and (20),
we obtain

ż1 = f1 + g1(z2 + η2 + α2) − ẏd

= g1ρ1 + g1(z2 + η2 + α2)

= g1
(
W∗T

1 S1(Z1) + ε∗
1

)
+ g1

(
z2 + η2 − k1z1 − Ŵ T

1 S1(Z1)
)

= g1
(
z2 + η2 − k1z1 − W̃ T

1 S1(Z1) + ε∗
1

)
(23)

where W̃1 = Ŵ1 − W∗
1 .
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For η2, we have

η̇2 = λ̇2 − α̇2

= −η2

τ2
+

(
− ∂α2

∂x1
ẋ1 − ∂α2

∂z1
ż1 − ∂α2

∂Ŵ1
− ∂α2

∂yd
ẏd

)

= −η2

τ2
+ M2(z1, z2, η2, Ŵ1, yd , ẏd , ÿd) (24)

where M2(z1, z2, η2, Ŵ1, yd , ẏd , ÿd) = −(∂α2/∂x1)ẋ1 −
(∂α2/∂z1)ż1 − ∂α2/∂Ŵ1 − (∂α2/∂yd)ẏd is a continuous func-
tion. For any B0 and p, the sets �0 := {(yd , ẏd , ÿd) : (yd)2 +
(ẏd)2 + (ÿd)2 ≤ B0} and �2 := {∑2

j=1 z2
j + W̃ T

1 �1W̃1 +η2
2 <

2 p} are compact in R3 and RN1+3, respectively, where N1
is the dimension of W̃1. Thus, �0 × �2 is also compact.
Considering the continuous property, the function M2(.) has
a maximum value B2 for the given initial conditions in the
compact set �0 × �2 [35].

Consider the Lyapunov function candidate

V1 = 1

2g1
z2

1 + 1

2
η2

2 + 1

2
W̃ T

1 �−1
1 W̃1. (25)

Invoking (21), (23), and (24), the time derivative of V1 is
given by

V̇1 = 1

g1
z1 ż1 − ġ1

2g2
1

z2
1 + η2η̇2 + W̃ T

1 �−1
1

˙̃W1

≤ z1
(
z2 + η2 − k1z1 − W̃ T

1 S1(Z1) + ε∗
1

) + gd
1

2g2
1

z2
1

+ η2

(
− η2

τ2
+ M2

)
+ W̃ T

1 �−1
1

˙̃W1

= − k1z2
1 + z1z2 + z1η2 + z1ε

∗
1 + gd

1

2g2
1

z2
1

−η2
2

τ2
+ η2 M2 − σ1W̃ T

1 Ŵ1 (26)

where M2 denotes M2(z1, z2, η2, Ŵ1, yd , ẏd , ÿd).
Considering the following fact:

2W̃ T
1 Ŵ1 = ‖W̃1‖2 + ‖Ŵ1‖2 − ‖W∗

1 ‖2

≥ ‖W̃1‖2 − ‖W∗
1 ‖2 (27)

we have

V̇1 ≤ −
(

k1 − 1.5 − gd
1

2g2
1

)
z2

1 −
(

1

τ2
− 1

)
η2

2 − σ1

2
‖W̃1‖2

+ 0.5z2
2 + 0.5ε∗2

1 + 0.5B2
2 + σ1

2
‖W∗

1 ‖2. (28)

Step i (2 ≤ i ≤ n − 1): In the i th step, we define the error
variable as

zi = xi − λi (29)

where λi is obtained from the (i − 1)th step.
Considering (10) and differentiating zi with respect to time

yields

żi = ẋi − λ̇i = fi (x̄i ) + gi(x̄i )xi+1 − λ̇i . (30)

Assuming xi+1 as a virtual control input, the desired feed-
back control α∗

i+1 can be designed as

α∗
i+1 = −ki zi − 1

gi
( fi − λ̇i ) (31)

where ki is a positive design constant. fi and gi are unknown
smooth functions of x̄i .

Define ρi (Zi ) = (1/gi (x̄i))( fi (x̄i )−λ̇i ) with Zi = [x̄i ,
˙̄λi ]T.

By employing the RBFNN to approximate ρi (Zi ) and
considering (12), α∗

i+1 can be expressed as

α∗
i+1 = −ki zi − W∗T

i Si (Zi ) − ε∗
i . (32)

Since W∗
i and ε∗

i are unknown, the virtual control law αi+1
is proposed as

αi+1 = −ki zi − Ŵ T
i Si (Zi ) (33)

where Ŵi is the estimation of W∗
i which is updated by

˙̂Wi = �i (Si (Zi )zi − σi Ŵi ) (34)

where �i = �T
i > 0 and σi > 0 are the design parameters.

To avoid repeatedly differentiating αi+1, which leads to the
so-called explosion of complexity in the sequel steps, the DSC
technique can be employed to solve it. Introducing a first-order
filter λi+1, and letting αi+1 pass through it with time constant
τi+1 yields

τi+1λ̇i+1 + λi+1 = αi+1, λi+1(0) = αi+1(0). (35)

Defining zi+1 = xi+1 − λi+1 and ηi+1 = λi+1 − αi+1, we
have λ̇i+1 = −ηi+1/τi+1 and xi+1 = zi+1 + ηi+1 + αi+1.
Considering (30) and (33), we obtain

żi = fi + gi(zi+1 + ηi+1 + αi+1) − λ̇i

= giρi + gi (zi+1 + ηi+1 + αi+1)

= gi
(
W∗T

i Si (Zi ) + ε∗
i

)
+ gi

(
zi+1 + ηi+1 − ki zi − Ŵ T

i Si (Zi )
)

= gi
(
zi+1 + ηi+1 − ki zi − W̃ T

i Si (Zi ) + ε∗
i

)
(36)

where W̃i = Ŵi − W∗
i .

For ηi+1, we have

η̇i+1 = λ̇i+1 − α̇i+1 = −ηi+1

τi+1

+
(

− ∂α

∂xi
ẋi − ∂αi+1

∂zi
żi − ∂αi+1

∂Ŵi
− ∂αi+1

∂λi
λ̇i

)

= −ηi+1

τi+1
+ Mi+1 (37)

where Mi+1 denotes Mi+1(z1, . . . , zi+1, η1, . . . , ηi , Ŵ1, . . . ,
Ŵi , yd , ẏd , ÿd) and Mi+1 = −(∂α/∂xi )ẋi − (∂αi+1/∂zi )żi −
∂αi+1/∂Ŵi − (∂αi+1/∂λi )λ̇i is a continuous function. For any
B0 and p, the sets �0 := {(yd , ẏd , ÿd) : (yd)2+(ẏd)2+(ÿd)2 ≤
B0} and �i := {∑i

j=1(z
2
j + (W̃ T

j � j W̃ j )) + ∑i
j=2 η2

j <

2 p}, i = 1, . . . , n − 1 are compact in R3 and R
∑i

j=1 Ni +2i−1,
respectively, where Ni is the dimension of W̃i . Thus, �0 ×�i

is also compact. Considering the continuous property, the
function Mi+1 has a maximum value Bi+1 for the given initial
conditions in the compact set �0 × �i [35].
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Consider the Lyapunov function candidate

Vi = 1

2gi
z2

i + 1

2
η2

i+1 + 1

2
W̃ T

i �−1
i W̃i . (38)

Invoking (34), (36), and (37), the time derivative of V1 is
given by

V̇i = 1

gi
zi żi − ġi

2g2
i

z2
i + ηi+1η̇i+1 + W̃ T

i �−1
i

˙̃Wi

≤ zi
(
zi+1 + ηi+1 − ki zi − W̃ T

i Si (Zi ) + ε∗
i

) + gd
i

2g2
i

z2
i

+ ηi+1

(
− ηi+1

τi+1
+ Mi+1

)
+ W̃ T

i �−1
i

˙̃Wi

= − ki z
2
i + zi zi+1 + ziηi+1 + ziε

∗
i

+ gd
i

2g2
i

z2
i − η2

i+1

τi+1
− σi W̃ T

i Ŵi + ηi+1 Mi+1. (39)

Considering the following fact:
2W̃ T

i Ŵi = ‖W̃i‖2 + ‖Ŵi ‖2 − ‖W∗
i ‖2

≥ ‖W̃i‖2 − ‖W∗
i ‖2 (40)

we have

V̇i ≤ −
(

ki − 1.5 − gd
i

2g2
i

)
z2

i −
(

1

τi+1
− 1

)
η2

i+1 − σi

2
‖W̃i‖2

+ 0.5z2
i+1 + 0.5ε∗2

i + 0.5B2
i+1 + σi

2
‖W∗

i ‖2. (41)

Step n: In this step, the error variable is defined as

zn = xn − λn (42)

where λn is obtained from the (n − 1)th step.
Considering (10) and differentiating zn with respect to time

yields

żn = ẋn − λ̇n = fn(x̄n) + gn(x̄n)v + D − λ̇n . (43)

The desired feedback control v∗ can be designed as

v∗ = −knzn − 1

gn
( fn − λ̇n) − D (44)

where kn is a positive design constant. fn and gn are unknown
smooth functions of x̄n .

Define ρn(Zn) = 1/gn(x̄n)( fn(x̄n) − λ̇n) with Zn =
[x̄n,

˙̄λn]T. By employing the RBFNN to approximate ρn(Zn)
and considering (12), v∗ can be expressed as

v∗ = −knzn − W∗T
n Sn(Zn) − ε∗

n − D. (45)

Since W∗
n , ε∗

n , and D are unknown, the control law v is
proposed as

v = −knzn − Ŵ T
n Sn(Zn) − D̂ (46)

where D̂ is the estimation of D and Ŵn is the estimation of
W∗

n which is updated by

˙̂Wn = �n(Sn(Zn)zn − σn Ŵn) (47)

where �n = �T
n > 0 and σn > 0 are the design parameters.

Considering (43) and (46), we obtain

żn = fn + gnv + D(t) − λ̇n = gn
(
W∗T

n Sn(x̄n) + ε∗
n

)
+ gn

( − knzn − Ŵ T
n Sn(Zn) − D̂

) + D(t)

= gn
( − knzn − W̃ T

n Sn(Zn) − D̂ + ε∗
n

) + D(t) (48)

where W̃n = Ŵn − W∗
n .

To facilitate the design of the NDO, (43) can be also written
as

żn = l−1ρ(x̄n, v) + D − λ̇n

= l−1W∗T
ρ Sρ(x̄n) + l−1ερ + D − λ̇n (49)

where ρ(x̄n, v) = l( fn(x̄n) + gn(x̄n)v), W∗
ρ is optimal weight

value of the RBFNN, ερ is the approximation error of the
RBFNN, and l > 0 is a design parameter of the developed
NDO.

Invoking (49), an auxiliary variable is given by

s = zn − ξ (50)

and the intermedial variable ξ is proposed as

ξ̇ = cs + l−1Ŵ T
ρ Sρ(x̄n) − λ̇n (51)

where c > 0 is a designed parameter and Ŵρ is the estimate
of the optimal weight value W∗

ρ .
Differentiating (50) and considering (49) and (51), we have

ṡ = żn − ξ̇ = l−1W∗T
ρ Sρ(x̄n) + l−1ερ + D − λ̇n

− (
cs + l−1Ŵ T

ρ Sρ(x̄n) − λ̇n
)

= − cs − l−1W̃ T
ρ Sρ(x̄n) + l−1ερ + D (52)

where W̃ρ = Ŵρ − W∗
ρ .

Considering (52) yields

sṡ = −cs2 − l−1sW̃ T
ρ Sρ(x̄n) + l−1sερ + s D

≤ − (c − 1.0)s2−l−1sW̃ T
ρ Sρ(x̄n)+0.5l−2ε2

ρ +0.5θ2
0 .

(53)

On the basis of the auxiliary variable s, the NDO is
designed as

D̂ = l(s − φ) (54)

and the intermedial variable φ is given by

φ̇ = −cs + D̂. (55)

Define D̃ = D − D̂. Differentiating (54), and considering
(52) and (55) yield

˙̂D = l(ṡ−φ̇)= l
((−cs−l−1W̃ T

ρ Sρ(x̄n)+l−1ερ +D
)−(−cs+ D̂)

)
= −W̃ T

ρ Sρ(x̄n) + ερ + l(D − D̂)

= −W̃ T
ρ Sρ(x̄n) + ερ + l D̃. (56)

Considering (56), we have

˙̃D = Ḋ − ˙̂D = Ḋ − l D̃ + W̃ T
ρ Sρ(x̄n) − ερ. (57)

Invoking (57), we obtain

D̃ ˙̃D = D̃ Ḋ − l D̃2 + D̃W̃ T
ρ Sρ(x̄n) − D̃ερ. (58)



2092 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 26, NO. 9, SEPTEMBER 2015

Considering the following fact:
2D̃W̃ T

ρ Sρ(x̄n) ≤ 2|D̃|||W̃ρ ||||Sρ(x̄n)||
≤ γ0ϑ

2 D̃2 + 1

γ0
||W̃ρ ||2 (59)

yields

D̃ ˙̃D ≤ D̃2 + 0.5Ḋ2 − l D̃2 + γϑ2 D̃2 + 1

γ
||W̃ρ ||2 + 0.5ε2

ρ

≤ −(l − (1.0 + γϑ2))D̃2 + 1

γ
||W̃ρ ||2 + 0.5θ2

1 + 0.5ε2
ρ

(60)

where ||Sρ(x̄n)|| ≤ ϑ , γ = 0.5γ0 and γ0 > 0 is a design
parameter.

The parameter updated law Ŵρ is designed as

˙̂Wρ = �ρ

(
l−1ST

ρ (x̄n)s − σρ Ŵρ

)
(61)

where �ρ = �T
ρ > 0 and σρ > 0 are the design parameters.

Consider the Lyapunov function candidate

Vn = 1

2gn
z2

n + 1

2
W̃ T

n �−1
n W̃n + 1

2
W̃ T

ρ �−1
ρ W̃ρ + 1

2
s2 + 1

2
D̃2.

(62)

Invoking (48), (53), and (60), the time derivative of Vn is

V̇n = 1

gn
zn żn − ġn

2g2
n

z2
n + W̃ T

n �−1
n

˙̃Wn

+W̃ T
ρ �−1

ρ
˙̃Wρ + sṡ + D̃ ˙̃D

≤ zn
( − knzn − W̃ T

n Sn(Zn) − D̂ + ε∗
n

) + gd
n

2g2
n

z2
n

+ zn D

gn
+ W̃ T

n �−1
n

˙̃Wn + W̃ T
ρ �−1

ρ
˙̃Wρ

− (c − 1.0)s2 − l−1sW̃ T
ρ Sρ(x̄n) + 0.5l−2ε2

ρ + 0.5θ2
0

− (l − (1.0 + γϑ2))D̃2 + 1

γ
||W̃ρ ||2

+ 0.5θ2
1 + 0.5ε2

ρ. (63)

Considering D̃ = D − D̂ and Assumption 3, we have

V̇n ≤ zn
( − knzn − W̃ T

n Sn(Zn) + ε∗
n

) + gd
n

2g2
n

z2
n

+ zn D̃ + zn D

(
1

gn
− 1

)
+ W̃ T

n �−1
n

˙̃Wn + W̃ T
ρ �−1

ρ
˙̃Wρ

− (c − 1.0)s2 − l−1sW̃ T
ρ Sρ(x̄n) + 0.5l−2ε2

ρ + 0.5θ2
0

− (l − (1.0 + γϑ2))D̃2 + 1

γ
||W̃ρ ||2 + 0.5θ2

1 + 0.5ε2
ρ

≤ −
(

kn − 1.5 − gd
n

2g2
n

)
z2

n − zn W̃ T
n Sn(Zn)

+ W̃ T
n �−1

n
˙̃Wn + W̃ T

ρ �−1
ρ

˙̃Wρ − l−1sW̃ T
ρ Sρ(x̄n)

− (c − 1.0)s2 − (l − (1.5 + γϑ2))D̃2

+ 1

γ
||W̃ρ ||2 +

(
0.5 + 0.5| 1

g
n

− 1|2
)

θ2
0

+ 0.5θ2
1 + 0.5ε∗2

n + (0.5 + 0.5l−2)ε2
ρ. (64)

Substituting (47) and (61) into (64), we obtain

V̇n ≤ −
(

kn − 1.5 − gd
n

2g2
n

)
z2

n − (c − 1.0)s2

−(l − (1.5 + γϑ2))D̃2 − σnW̃ T
n Ŵn − σρ W̃ T

ρ Ŵρ

+ 1

γ
||W̃ρ ||2 +

(
0.5 + 0.5| 1

g
n

− 1|2
)

θ2
0

+ 0.5θ2
1 + 0.5ε∗2

n + (0.5 + 0.5l−2)ε2
ρ. (65)

Considering the following facts:
2W̃ T

n Ŵn = ‖W̃n‖2 + ‖Ŵn‖2 − ‖W∗
n ‖2

≥ ‖W̃n‖2 − ‖W∗
n ‖2 (66)

and

2W̃ T
ρ Ŵρ = ‖W̃ρ‖2 + ‖Ŵρ‖2 − ‖W∗

ρ ‖2

≥ ‖W̃ρ‖2 − ‖W∗
ρ ‖2 (67)

we have

V̇n ≤ −
(

kn − 1.5 − gd
n

2g2
n

)
z2

n − (c − 1.0)s2

−(l − (1.5 + γϑ2))D̃2 − σn

2
‖W̃n‖2

−
(

σρ

2
− 1

γ

)
‖W̃ρ‖2 +

(
0.5 + 0.5| 1

g
n

− 1|2
)

θ2
0

+ 0.5θ2
1 + 0.5ε∗2

n + (0.5 + 0.5l−2)ε2
ρ

+ σn

2
‖W∗

n ‖2 + σρ

2
‖W∗

ρ ‖2. (68)

The above DSC design procedure and stability analysis can
be summarized in the following theorem, which contains the
results for the uncertain strict-feedback nonlinear system (1)
using the NDO and backstepping technique.

Theorem 1: Consider the uncertain strict-feedback nonlin-
ear system (1) with the input saturation and the unknown
external disturbance and suppose that full state information is
available. The NDO is designed as (50), (51), (54), and (55).
The updated laws of the NN weight values are chosen as (21),
(34), (47), and (61). The nonlinear disturbance observer-based
DSC is proposed in (46). Given any positive number p, for all
initial conditions satisfying �n := {∑n

j=1(z
2
j +(W̃ T

j � j W̃ j ))+∑n
j=2 η2

j < 2 p}, the appropriate design parameters ki , l, c, τi ,
�i , �ρ , σi , σρ , and γ can be chosen according to (72) such
that all closed-loop signals are uniformly bounded convergence
under the proposed dynamic surface control based on the
nonlinear disturbance observer. Furthermore, the tracking error
z1 = x1−yd can be made small by proper choice of the design
parameters ki , l, c, τi , �i , �ρ , σi , σρ , and γ.

Proof: For considering the convergence of disturbance
estimate error and closed-loop states, the Lyapunov func-
tion candidate of the whole closed-loop control system is
considered as

V =
n∑

i=1

Vi . (69)
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Differentiating V and considering (28), (41), and (68), we
obtain

V̇ ≤ −
(

k1 − 1.5 − gd
1

2g2
1

)
z2

1 −
n∑

i=2

(
ki − 2.0 − gd

i

2g2
i

)
z2

i

−
n∑

i=2

(
1

τi
− 1

)
η2

i −
n∑

i=1

σi

2
‖W̃i‖2

− (c − 1.0)s2 − (l − (1.5 + γϑ2))D̃2

−
(

σρ

2
− 1

γ

)
‖W̃ρ‖2 + 0.5

n∑
i=2

B2
i

+
(

0.5 + 0.5| 1

g
n

− 1|2
)

θ2
0 + 0.5θ2

1 + 0.5
n∑

i=1

ε∗2
i

+ (0.5 + 0.5l−2)ε2
ρ +

n∑
i=1

σi

2
‖W∗

i ‖2 + σρ

2
‖W∗

ρ ‖2

≤ −�V + C (70)

where � and C are given by

� : = min

⎛
⎜⎜⎜⎜⎜⎜⎝

(
k1 − 1.5 − gd

1
2g2

1

)
,
(

ki − 2.0 − gd
i

2g2
i

)

(
1

τi
− 1), (c − 1.0), (l − (1.5 + γϑ2))

σi

λmax(�
−1
i )

,
2(

σρ

2 − 1
γ )

λmax(�
−1
ρ )

⎞
⎟⎟⎟⎟⎟⎟⎠

C : = 0.5
n∑

i=2

B2
i +

n∑
i=1

σi

2
‖W∗

i ‖2 + σρ

2
‖W∗

ρ ‖2

+
(

0.5 + 0.5

∣∣∣∣ 1

g
n

− 1

∣∣∣∣ 2
)

θ2
0

+ 0.5θ2
1 + 0.5

n∑
i=1

ε∗2
i + (0.5 + 0.5l−2)ε2

ρ. (71)

To ensure the closed-loop system stability, the correspond-
ing design parameters ki , l, c, τi , σρ , and γ should be chosen
to make the following inequalities hold:

k1 − 1.5 − gd
1

2g2
1

> 0

ki − 2.0 − gd
i

2g2
i

> 0, i = 2, . . . , n

1

τi
− 1 > 0, i = 2, . . . , n − 1

c − 1.0 > 0

l − (1.5 + γϑ2) > 0
σρ

2
− 1

γ
> 0. (72)

According to (70), we have

0 ≤ V ≤ C

�
+

[
V (0) − C

�

]
e−�t. (73)

From (73), we can know that V is convergent, i.e.,
limt−→∞ V = C/�. According to (73), it may directly show

that the signals e, zi , W̃i , W̃ρ , and D̃ are semiglobally uni-
formly bounded when t → 0. Hence, the tracking error e, the
approximation errors W̃i , W̃ρ , and the disturbance estimation
error D̃ of the closed-loop system are bounded. This concludes
the proof. ♦

Remark 4: To enhance the closed-loop system robustness
of the uncertain nonlinear system, the nonlinear disturbance
observer-based DSC scheme has been developed. For fully
utilizing the dynamic information of the external disturbance,
the NDO is proposed to estimate the unknown disturbance of
the uncertain nonlinear system and the output of the NDO is
used to design the DSC law, as shown in (46). Due to the
introduction of the output of NDO, the control gain can be
adjusted according to the variation of unknown disturbance
and the disturbance rejection ability of the closed-loop system
has been improved.

Remark 5: In this paper, the NDO is developed to estimate
the unknown disturbance of the uncertain strict-feedback non-
linear system. In the developed NDO, the known boundary
requirement of the disturbance is canceled and the bounded
disturbance estimation error is guaranteed. At the same time,
the slowly changeable assumption of the external disturbance
is eliminated.

Remark 6: In the developed DSC, the design parameters ki ,
l, c, τi , �i , �ρ , σi , σρ , and γ need to be tuned to obtain a good
transient performance and the closed-loop stable performance.
If the tracking error is desired to be lower, we should increase
k1. �i , �ρ , σi , and σρ are design parameters in adaptation
law of NN weight value. Decreases in σi and σρ or increases
in the adaptive gain �i and �ρ will result in a better tracking
performance. Furthermore, the L∞ performance of system
tracking error can be guaranteed by choosing the proper
initial conditions for all closed-loop system signals according
to (73) [13], [32], [40], [42].

IV. SIMULATION STUDY

In this section, simulation results are presented to illus-
trate the effectiveness of the developed nonlinear disturbance
observer-based DSC and an example system is used in the
simulation study. In the simulation, the NDO is designed
as (50), (51), (54), and (55). The updated laws of the
NN weight values are chosen as (21), (34), (47), and (61).
The nonlinear disturbance observer-based DSC is proposed
in (46).

Let us consider the one-link manipulator with the inclusion
of motor dynamics. The model of the one-link manipulator is
given by [36]

D̄q̈ + Bq̇ + N sin(q) = τ

M τ̇ + H τ = u − Kmq̇ (74)

where q , q̇, and q̈ denote the link angular position, velocity,
and acceleration, respectively. τ is the motor current. u is the
input control voltage. The parameter values with appropriate
units are given by D̄ = 1, M = 0.05, B = 1, Km = 10,
H = 10, and N = 10.

Defining x1 = q , x2 = q̇, and x3 = τ , and considering the
input saturation, the above one-link manipulator model can be
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Fig. 1. Output x1 (solid line) follows desired trajectory yd (dashed line) of
the single-link robot system for case 1.

written as

ẋ1 = x2

ẋ2 = x3

D̄
− Bx2

D̄
− N

D̄
sin(x1)

ẋ3 = 1

M
u(v(t)) − Km

M
x2 − H

M
x3

y = x1.

When uncertainty and disturbance are involved, the dynam-
ics of one-link manipulator can be expressed as the following
form: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩

ẋ1 = x2

ẋ2 = x2
2 e−x2

1 − Bx2
D̄

− N
D̄

sin(x1) + x3
D̄

ẋ3 = − Km
M x2 − H

M x3 + 1
M u(v(t)) + d(t)

y = x1.

(75)

Define f1(x1) = 0, g1(x1) = 1, f2(x̄2) = x2
2e−x2

1 −
Bx2/D̄ − (N/D̄) sin(x1), g2(x̄2) = 1/D̄, f3(x̄3) =
−(Km/M)x2 − (H/M)x3, and g3(x̄3) = 1/M . It is apparent
that the numerical example (75) is suitable for the case of
system (1). In the simulation, the external disturbance is
chosen as d(t) = 0.4 cos(2t).

To proceed with the design of nonlinear disturbance
observer-based DSC scheme, all design parameters are chosen
as l = 200, c = 13, σi = 0.02, k1 = 20, k2 = 20, k3 = 10,
and γ = 20. The initial state conditions are chosen as x0 = 0,
x2 = 0, and x3 = 0. The input saturation value is given as
uM = 80.

A. Case 1: For Constant Desired Trajectory

To illustrate the effectiveness of the developed nonlinear
disturbance observer-based DSC design, the desired trajectory
is taken as yd = 1. Under the proposed nonlinear disturbance
observer-based DSC scheme (46), the tracking control results
are shown in Figs. 1–4. From Figs. 1 and 2, we note that
the tracking performance is satisfactory and the tracking error

Fig. 2. Tracking error of the single-link robot system for case 1.

Fig. 3. Control input of the single-link robot system for case 1.

quickly converge to zero for the uncertain one-link manipula-
tor system (75) in the presence of the time-varying external
disturbance and input saturation. Although the better tracking
error is obtain without considering the input saturation, the
accepted tracking performance is still maintained for the
uncertain one-link manipulator system (75) in the presence
of the time-varying external disturbance and input saturation
under our developed DSC scheme. Using the output of the
NDO, the control input is bounded and convergent, as shown
in Fig. 3. The plots of the NN weight values are shown in
Fig. 4, which are convergent.

B. Case 2: For Time-Varying Desired Trajectory

Here, the desired trajectory is taken as yd = sin(t) +
cos(0.5t) to illustrate the effectiveness of the developed
nonlinear disturbance observer-based DSC design. Using
the proposed nonlinear disturbance observer to design DSC
scheme (46), all tracking control results are given in
Figs. 5–8. According to Figs. 5 and 6, the satisfactory tracking
performance is obtained and the tracking error maintains in
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Fig. 4. Norms of NN weight values for case 1.

Fig. 5. Output x1 (solid line) follows desired trajectory yd (dashed line) of
the single-link robot system for case 2.

Fig. 6. Tracking error of the single-link robot system for case 2.

a small compact set for the uncertain one-link manipulator
system (75) under the integrated effects of the time-varying
external disturbance and input saturation. On the basis of the

Fig. 7. Control input of the single-link robot system for case 2.

Fig. 8. Norms of NN weight values for case 2.

output of the NDO, the control input command is bounded and
convergent, as shown in Fig. 7. From Fig. 8, the convergent
plots of the NN weight values are noted.

Based on above simulation results, we can obtain that the
proposed disturbance observer-based DSC scheme is valid for
the uncertain the one-link manipulator system with the time-
varying unknown external disturbance and input saturation.

V. CONCLUSION

In this paper, the nonlinear disturbance observer-based NN
DSC scheme has been developed for a class of uncertain
nonlinear systems with input saturation. To improve the abil-
ity of the disturbance attenuation and system performance
robustness, the NDO has been used to monitor the unknown
compounded disturbance, and its output signal is utilized
in the construction of nonlinear disturbance observer-based
NN DSC scheme. Closed-loop system stability and tracking
performance have been proved and analyzed using a rigorous
Lyapunov analysis. Finally, simulation results of a one-link
manipulator control system have been presented to illus-
trate the effectiveness of the proposed disturbance observer-
based NN DSC scheme. In the future, the application of the
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developed nonlinear disturbance observer-based DSC scheme
should be further studied. Furthermore, the DSC scheme can
be developed using L∞-type criteria to enhance the control
performance when the control input saturation appear for the
studied uncertain nonlinear systems.
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