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The drawbacks of SVD-based image watermarking are false positive, robust and transparency. The former
can be overcome by embedding the principal components of the watermark into the host image, the lat-
ter is dependent on how much the quantity (i.e., scaling factor) of the principal components is embedded.
For the existing methods, the scaling factor is a fixed value; actually, it is image-dependent. Different
watermarks need the different scaling factors, although they are embedded in the same host image. In
this paper, two methods are proposed to improve the reliability and robustness. To improve the reliabil-
ity, for the first method, the principal components of the watermark are embedded into the host image in
discrete cosine transform (DCT); and for the second method, those are embedded into the host image in
discrete wavelets transform (DWT). To improve the robustness, the particle swarm optimization (PSO) is
used for finding the suitable scaling factors. The experimental results demonstrate that the performance
of the proposed methods outperforms than those of the existing methods.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

The invention of internet has changed the human life style.
Acquisition, exchange, and transmission the multimedia data over
internet become a simple task. However, making digital data acces-
sible to others through networks also creates opportunities for the
piracy. Someone can easily download the multimedia data from
the internet and make salable copies of copyrighted content with-
out the permission of the content owner (Cox et al., 1997; Liu &
Tan, 2002; Seitz & Jahnke, 2005).

Digital image watermarking has been proposed in recent years
as a method to protect the copyright of multimedia documents in
the networked environments (Cox et al., 1997; Liu & Tan, 2002;
Seitz & Jahnke, 2005). There are two important issues that water-
marking algorithms need to address. First, watermarking scheme
required to provide trustworthy evidence for protecting the right-
ful ownership. The perceptual difference between the water-
marked and the original documents should be unnoticeable to
the human observer. Second, good watermarking scheme should
satisfy the requirement of robustness and resist distortions due
to common image manipulations (such as filtering, histogram
equalization, edge detection, etc.). The watermark should be
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detectable and extractable after image manipulations were applied
to the watermarked image.

1.1. Motivation

Most existing watermarking schemes focus on robustness issues
which mean to make watermark imperceptible rather than on
addressing the important issue of how to resolve the rightful owner-
ship of an image embedded with multiple signatures (or water-
marks, labels, etc.) (Liu & Tan, 2002). The singular value
decomposition (SVD) based image watermarking has been proposed
(Abdallah, Ben Hamza, & Bhattacharya, 2007; Alexander, Scott, &
Ahmet, 2005; Bhatnagar & Raman, 2009; Chandra, 2002; Ganic &
Eskicioglu, 2004; Ghazy, El-Fishawy, Hadhoud, Dessouky, & El-Samie,
2007; Huang & Guan, 2004; Jain, Arora, & Panigrahi, 2008; Liu & Tan,
2002; Liu et al., 2008; Mohammad, Alhaj, & Shaltaf, 2008; Ouhsain &
Ben Hamza, 2009; Patra, Soh, Ang, & Meher, 2006; Shieh, Lou, &
Chang, 2006; Sverdlov, Dexter, & Eskicioglu, 2005) for solving the
ownership problem. The key point of the SVD-based image water-
marking is the stability property of the singular value matrix. Several
authors have been conducted experiments in the SVD-based water-
marking to find the robust watermarking scheme (Abdallah et al.,
2007; Alexander et al., 2005; Bhatnagar & Raman, 2009; Chandra,
2002; Ganic & Eskicioglu, 2004; Ghazy et al., 2007; Huang & Guan,
2004; Jain et al., 2008; Liu & Tan, 2002; Liu et al., 2008; Mohammad
et al.,, 2008; Ouhsain & Ben Hamza, 2009; Patra et al., 2006; Shieh
et al., 2006; Sverdlov et al., 2005).

In most of literature (Abdallah et al., 2007; Alexander et al.,
2005; Bhatnagar & Raman, 2009; Ganic & Eskicioglu, 2004; Ghazy
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et al., 2007; Huang & Guan, 2004; Liu et al., 2008; Ouhsain & Ben
Hamza, 2009; Patra et al., 2006; Shieh et al., 2006; Sverdlov
et al., 2005), only the singular values of watermark are embedded
into the host image. This strategy causes the false positive problem.
A false positive problem may also occur when a specific watermark
is detected from a content in which a different watermark was
embedded, causing an ambiguous situation. The attackers can easily
prove the ownership of the arbitrary watermarked image without
knowing the original watermark embedded in the host image. The
image watermarking schemes based on SVD operation as proposed
in Liu and Tan (2002), Chandra (2002), Ouhsain and Ben Hamza
(2009), Bhatnagar and Raman (2009), Abdallah et al. (2007), Shieh
etal. (2006), Huang and Guan (2004), Alexander et al. (2005), Ghazy
et al. (2007), Patra et al. (2006), Sverdlov et al. (2005), Liu et al.
(2008), Ganic and Eskicioglu (2004), Mohammad et al. (2008) and
Jain et al. (2008) have a good stability and robust against the com-
mon image manipulation (such as histogram equalization, filtering,
adding noise, etc.). Unfortunately, most of SVD-based image water-
marking scheme (Abdallah et al., 2007; Alexander et al., 2005; Liu &
Tan, 2002; Liu et al., 2008; Bhatnagar & Raman, 2009; Ganic & Eski-
cioglu, 2004; Ghazy et al.,2007; Huang & Guan, 2004; Ouhsain & Ben
Hamza, 2009; Patra et al., 2006; Shieh et al., 2006) has a major draw-
back as mention before (the false positive problem). Any reference
watermark that is being searched for in an arbitrary image can be
easily found by attackers.

In Jain et al. (2008), the authors suggested a new approach for
the reliable SVD-based image watermarking scheme. The author
tried to embed not only the singular value of the watermark, but
also the principal component of watermark into the host image.
This algorithm is based on the fact that SVD subspace (left and
right singular vectors, matrix U and V') can preserve significant
amount of information of an image. Using this simple idea, the
ownership problem occurred in Ouhsain and Ben Hamza (2009),
Bhatnagar and Raman (2009), Abdallah et al. (2007), Shieh et al.
(2006), Huang and Guan (2004), Alexander et al. (2005), Ghazy
et al. (2007), Patra et al. (2006), Sverdlov et al. (2005), Liu et al.
(2008), Ganic and Eskicioglu (2004) can be solved. Another prob-
lem occurs when only scalar value of the scaling factor used in this
reliable SVD-based image watermarking. Using the small value for
scaling factor, the invisibility of the watermark is achieved (high
PSNR of watermarked image), but the watermarked image is less
robust with several common attacks. By incorporating the high
scaling factor, the quality of watermarked image is unacceptable,
but the watermark is robust.

In Jain et al. (2008), scaling factor plays an important role to
control the transparency and robustness of the watermarked im-
age. There is no exact algorithm to choose the value of scaling fac-
tor. Most of them are based on trial-and-error method. It is
necessary to design an efficient algorithm to find the suitable scal-
ing value for achieving the robust and reliable SVD-based image
watermarking.

1.2. Research focus and contribution

This research focuses on the transparency and robustness of the
reliable SVD-based image watermarking. We propose new meth-
ods in the reliable SVD-based image watermarking by incorporat-
ing the discrete wavelet transform (DWT) and discrete cosine
transform (DCT), respectively. The principal components of the
watermark are inserted into the host image. The scaling factor used
is in a matrix form, not in a scalar value. To overcome the scaling
factor problem, the metaheuristic algorithm is chosen to find the
suitable scaling factor. In this research, the particle swarm optimi-
zation (http://www.swarmintelligence.org/) (one of the metaheu-
ristic algorithm) is chosen for finding the scaling factor to
achieve the robustness and imperceptible of watermarked image.

The rest of this paper is organized in the following. We will first
briefly discuss the basic concept of the singular value decomposi-
tion (SVD). The existing methods for SVD-based image watermark-
ing and drawbacks are presented in Section 2. The method to
overcome the common drawback of SVD-based image watermark-
ing is given in Section 3. Section 4 provides the detailed explana-
tion of the proposed methods. The experimental results and
conclusion are discussed in Sections 5 and 6, respectively.

2. SVD-based image watermarking and its drawbacks

The basic concept of singular value decomposition (SVD) oper-
ation is discussed in Section 2.1. The existing methods in the
SVD-based image watermarking and their major drawbacks will
be discussed later in the following sections.

2.1. Singular value decomposition (SVD)

From the perspective of image processing, an image can be
viewed as a matrix with non negative scalar entries. The singular
value decomposition (SVD) on an image A of size N x M is defined
in the following (Ientilucci & Emmett, 2003).

A=UzV", (2.1)

where A € RVM U e RN = ¢ ®VM and V e RM*M, The matrix U
and V are called the left and right singular vectors. U and V matrices
are orthogonal matrices. So, the following conditions are always
satisfied.

uut =U"U = Iy, (2.2)
W =VV =1Iy. (2.3)
The matrix X is diagonal and also known as singular value matrix
and X, is a square diagonal matrix in R™".

3= {Zr 0} where X, = diag(61,0,,...,0;).
00
A simple example of the SVD operation is given below:
50 100 ~0.5000 0.5000 -0.1544 —0.6901
110 20 ~0.5000 —0.5000 -0.6901 0.1544
“|110 20| |-05000 —-0.5000 0.6901 —0.1544
50 100 ~0.5000 0.5000 0.1544  0.6901
200 0
0 100([-08 -067"
1o o Lo.s 0.8}
0 0

The SVD operation can be presented in another representation by
denoting U and V as the column matrices in (2.4) and (2.5).

U= [yhub - -7ur7ur+17ur+2=---7u1\d = [Ur, E]r}v (2.4)
Uy Er

V=01, 02,0, Vrc1, Uria,..., 0N = Vi, V). (2.5)
Vr v

By using (2.4) and (2.5), the SVD of matrix A can be rewritten as in
(2.6).

T
A=UZV' = [uj,Up,...,Us,Up1,Upy2, ..o, U]

> 0 T
X 0 0 [7/1,7/2~,~--7yr,yr+1-,yr+27-~~,1/N}
1z, 0]Vl r
- U, U, ol =uzVl 2.6
004 OHVZ i 26)
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Eq. (2.6) can also be written in the summation form as:
T T

A= Z uo v = Zaiui vl (2.7)
i1 i1

The following example shows the SVD representation and its an-
other representation.

50 100 ~0.5000 0.5000 -0.1544 —0.6901
110 20 ~0.5000 -0.5000 —0.6901 0.1544
~ 110 20| |-05000 —0.5000 0.6901 —0.1544
50 100 ~0.5000 0.5000 0.1544  0.6901
200 0
0 100|[-08 -0.61"
“lo o Lo.s 0.8}'
0 o0

If we choose the rank, r = 2, the matrix A can be represented in an-
other form as follows:

~05 05 50 100
~05 -05|[200 0 1[-08 -067" |110 20
05 -05 [0 100”—0.6 0.8} ~ 110 20
~05 05 50 100

=A

The computation of SVD can be done by multiplying both AA and
AAT. The multiplication can be derived as (2.8) and (2.9).

ATA = (uzvhTuzvh = vluTuzsv! = vETIZVT = v(ET)V!,

(2.8)
AAT = (UzVTUzZVH = uzvTvETUT = UzIZ"UT = uzEhHUT,
(2.9)
2
where sTx =352 | & O cgmm ang
0 0
PRIy z; 0 e RN,
0 0

Since the result of multiplication A”A and AAT are symmetric matrix,
the problem A"A = VX2V in (2.8) and AAT = UX2U" in (2.9) can be
viewed and solved by using Eigen-decomposition operation.

There are several important properties of SVD, such as trans-
pose, stability, etc. For the space reason, only three properties are
explained in this paper. Following are the main properties of SVD
operation:

o Transpose: Every real matrix A and its transpose AT have the
same non-zero singular values. Fig. 2.1 shows the transpose
property of SVD operation. Fig. 2.1 (a) and (b) are the original
image and its rotation version. Fig. 2.1 (c) and (d) show the sin-
gular value matrix for A and A. Using simple linear algebra, we
can prove this property.

Proof. If A=UXV!, then AT=[U=V]"=[U[Z V']]"=[=V]'U"=
v=TuT=v=UT.

e Flip: Given an image A, row-flipped of A, rf and column-flipped
A, cf have the same non-zero singular values. Fig. 2.2 shows an
example of the flip property of SVD operation.

o Stability: The SVs (Singular Values) of an image have very good
stability, i.e. when a small perturbation is added to an image, its
SVs do not vary rapidly. Fig. 2.3 shows an example of the stabil-
ity property of SVD. O

Proof:
If A=UZV” ,then A" =[UZV"]" =[U[EV 1) =[ZVT1"UT =VvETU" =VZU".

(a) (b)

552.66 0 0 0 552.66 0 0 0

s |0 172.06 0 0 s [0 172,06 0 0
o 0 74,6320 7o 0 74,6320
0 0 0 3.7545 0 0 0 3.7545

(c) (d)

Fig. 2.1. The transpose property of SVD operation.

®  Flip: Given an image A, row-flipped of A, rf and column-flipped A, ¢f have the same
non-zero singular values. Figure 2.2 shows an example of the flip property of SVD

operation.

(a) (b)

552.66 0 0 0 552.66 0 0 0
0 172.06 0 0 0 172.06 0 0

T, = T =
0 0 74.6320 o 0 74.6320
0 0 0 3.7545

0 0 0 3.7545

(c) (d)

Fig. 2.2. The flip property of SVD operation.

®  Stability: The SVs (Singular Values) of an image have very good stability, i.e. when a

small perturbation is added to an image, its SVs do not vary rapidly. Figure 2.3 shows an

(b)

32036 0 32536 0

7237.9 7012.9
z,= i By :

example of the stability property of SVD.

Fig. 2.3. The stability property of SVD operation.
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2.2. SVD-based image watermarking

Several SVD-based image watermarking methods have been
proposed recently (Abdallah et al., 2007; Alexander et al., 2005;
Bhatnagar & Raman, 2009; Chandra, 2002; Ganic & Eskicioglu,
2004; Ghazy et al., 2007; Huang & Guan, 2004; Jain et al., 2008;
Liu & Tan, 2002; Liu et al., 2008; Mohammad et al., 2008; Ouhsain
& Ben Hamza, 2009; Patra et al., 2006; Shieh et al., 2006; Sverdlov
et al., 2005) for solving the ownership problem. All methods only
embed the singular values of the watermark into the host image.
The singular values of the watermark are directly inserted in the

singular values of the host image as reported in Mohammad
et al. (2008). Another way for watermark embedding is to insert
the watermark into the host image in the transform domain.

Fig. 2.4 shows an example of watermark embedding algorithm
using discrete wavelet transform-fast hadamard transform-SVD
(DWT-FHT-SVD) scheme as reported in Abdallah et al. (2007). First,
an image is decomposed using discrete wavelet transform (DWT)
operation into four sub-bands (LL, LH, HL, and HH). For each sub-
band, the fast hadamard transform (FHT) is applied by block-based
wise. The singular values of the watermark are inserted into the
DC-component in each block of FHT result.

LL LH

Divide allthe |

sub-bands into : RIS o | HRRE e J

blocks ; e
_____________________ skl i
(- o
oSt LORH AL Vepst Bt L

L

R

E Modify the DC comp onents for all the
i blocks by the 8Vs of the watamark image |

i a3
i For each block |
apply FHT

i Watermark image E

i“\']-‘]-l—l_

i Watermarked image

\ Apply 1L

! Divide all the !
i sub-hands
i intoblecks L - - = - ' _

LH

. H
Extract the : E
! singular values | }

For each block i
apply FHT i

¥
| S oyt
:[{"’EW}/WJ
i Secret key ! ! Far each hlock ;
"""""""" i apply FHT !
! ! Divide all the |
--------- o ! sub-handsinto |
Apply LL LH : blocks E
HL | HH

Fig. 2.5. Watermark extraction in Abdallah et al. (2007).
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Fig. 2.5 depicts the watermark extraction algorithm in DWT-
FHT-SVD scheme (Abdallah et al., 2007). The all subsequence steps
in the watermarking extraction algorithm are only the reverse ver-
sion of watermark embedding.

In the watermark embedding, only the singular values of water-
mark are inserted in the host image.

2.3. Drawbacks in SVD-based image watermarking

The major drawback in SVD-based image watermarking is false
positive problem. Because only the singular values of the watermark
are embedded into the host image, the false positive problem occurs
when the extracted watermark is detected from the host image
without knowing the original watermark. We can use arbitrary ref-
erence image to extract the watermark. So, this situation leads the
ambiguous situation and the ownership problem cannot be solved.
Someone can claim the other image by his/her reference image.

Fig. 2.6 shows the drawback of discrete cosine transform (DCT-
SVD) based image watermarking as proposed in Alexander et al.
(2005). Fig. 2.6(a) and (b) are the host image of size 512 x 512
and the watermark of size 256 x 256. Fig. 2.6(d) is the extracted
watermark using reference image 2.6 (c). The extracted watermark
using reference image 2.6 (e) can be seen in Fig. 2.6(f).

The DWT-FHT-SVD scheme proposed by Abdallah et. al. in
(Abdallah et al., 2007) also faced the same false positive problem
as that faced by Sverdlov et. al. in (Alexander et al., 2005).

Strictly speaking, both DCT-SVD (Alexander et al., 2005) and
DWT-FHT-SVD (Abdallah et al., 2007) image watermarking
schemes are totally not working.

Unfortunately, most of SVD-based image watermarking
schemes (Abdallah et al., 2007; Alexander et al., 2005; Bhatnagar
& Raman, 2009; Ganic & Eskicioglu, 2004; Ghazy et al., 2007;
Huang & Guan, 2004; Liu et al., 2008; Ouhsain & Ben Hamza,
2009; Patra et al., 2006; Shieh et al., 2006; Sverdlov et al., 2005)

Fig. 2.6. The drawback of Alexander et al. (2005).
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have a major drawback as mention before. Any reference water-
mark that is being searched for in an arbitrary image can be found.

3. Reliable SVD-based watermarking

In this section, we will discuss the reliable image watermarking
and the minor problem occurred in this method. This method can
easily solve the false positive problem occurred in Ouhsain and Ben
Hamza (2009), Bhatnagar and Raman (2009), Abdallah et al.
(2007), Shieh et al. (2006), Huang and Guan (2004), Alexander
et al. (2005), Ghazy et al. (2007), Patra et al. (2006), Sverdlov
et al. (2005), Liu et al. (2008) and Ganic and Eskicioglu (2004).
But, the robustness and transparency is still a big problem. In Sec-
tion 3.1, we will discuss about a reliable SVD-based watermarking
scheme. The minor problem for this method will be explained in
Section 3.2.

3.1. A Reliable SVD-based watermarking scheme

Taking into consideration, the major flaws in Ouhsain and Ben
Hamza (2009), Bhatnagar and Raman (2009), Abdallah et al.
(2007), Shieh et al. (2006), Huang and Guan (2004), Alexander
et al. (2005), Ghazy et al. (2007), Patra et al. (2006), Sverdlov
et al. (2005), Liu et al. (2008) and Ganic and Eskicioglu (2004) is
caused by embedding the singular values of the watermark into
the host image. Given two images A and B, and perform SVD oper-
ation for these two image, A = UaZ,4V} and B = UpZsV}. If we ex-
change the singular values between images A and B, we will get
UsZ3Vi ~ A and UpZ,V} ~ B, respectively. Based on this reason,
the false positive problem will always occur in SVD-based image
watermarking if only singular values are embedded in the host im-
age. In fact, the singular vectors U and V have majority of image
information.

In Jain et al. (2008), Chirag et. al. proposed the reliable SVD-
based watermarking scheme for solving the problem occurred in
Ouhsain and Ben Hamza (2009), Bhatnagar and Raman (2009),
Abdallah et al. (2007), Shieh et al. (2006), Huang and Guan
(2004), Alexander et al. (2005), Ghazy et al. (2007), Patra et al.
(2006), Sverdlov et al. (2005), Liu et al. (2008) and Ganic and Eski-
cioglu (2004). The authors make use the fact that the SVD subspace
can preserve the significant amount of information of an image.
The principal components of the watermark are embedded into
the singular values of the host image.

Given the host image, A, and visual watermark, W, the main step
of Jain et al. (2008) can be explained in the following.

3.1.1. Watermark embedding algorithm

e Perform SVD operation on the host image and watermark
image, A= UZV", and W = U, 2,V

e Multiply the left singular vector and the singular value of the
watermark to get the principal component of the watermark,
Awa = UpZyy.

e Insert the principal component of the watermark into the singu-
lar value of the host image, X = X + ctAyq.

e Obtain the watermarked image, A,, < UZ,V'.

We need to record the right singular vector, V,,, for the water-
mark extraction. Note that the scaling factor, «, is a scalar value.
The matrix, Ay, is also known as principal components.

3.1.2. Watermark extraction algorithm

Suppose A;, denotes the possibly distorted watermarked image.
For extracting back the watermark, W*, from, A, the following
steps are involved:

e Subtract the possibly distorted watermarked image with the
original host image, A, = A,, — A.

« Obtain the distorted principal component, A;,, = L(U'A; (V"))

e Construct the extracted watermark by multiplying the distorted
principal component with the right singular vector of the origi-
nal watermark image, W* < A?, VT

wa *© w*

Fig. 3.1 demonstrates the reliable SVD-based watermarking
scheme. The host and watermark image are shown in Fig. 3.1(a)

(9)

Fig. 3.1. A reliable SVD-based image watermarking.
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and (b), respectively. Fig. 3.1(c) and (d) show two reference images
for the validation in the watermark extraction step. Fig. 3.1(e) is
the extracted watermark obtained using the matrix V! from

Fig. 3.2. The scaling factor problem.

Table 3.1
PSNR of the watermarked image and correlation coefficient of extracted watermark.

Scaling PSNR of watermarked  Correlation coefficient of extracted
factor « image watermark

0.01 38.3987 0.5107

0.05 31.1601 0.5929

0.1 20.1663 0.7032

0.5 18.3621 0.8171

Fig. 3.1(b). Fig. 3.1(f) shows the extracted watermark by incorpo-
rating the right singular vector V; from reference image in
Fig. 3.1(c). By using the matrix VI from Fig. 3.1(d), the extracted
watermark is shown in Fig. 3.1(g).

Without knowing the original principal component and the
right singular vectors, it is impossible to get the watermark from
any arbitrary reference image.

3.2. Problem with the reliable SVD-based watermarking scheme

The minor problem occurred in the reliable SVD-based water-
marking scheme is about the transparency, because Jain et al.
(2008) only used the scaling factor in the scalar value. In most of
literature the scaling factor is chosen between 0 and 1, 0 <o < 1.
It is actually a hard step for choosing the suitable scaling factor.
Usually, the scaling factor is chosen to be a scalar value.

Fig. 3.2(a) and (b) show the original and watermark images.
Fig. 3.2(c), (e), and (g), and (i) show the watermarked images
using different scaling factors, i.e. «=0.01, 0.05, 0.1, and 0.5,
respectively. The extracted watermarks are shown in Fig. 3.2(d),
(£), (h), and (j).

Table 3.1 shows the PSNR of the watermarked image and the
correlation coefficient of the extracted watermark for several scal-
ing factors. From this table, the higher scaling factor is, the worse
the robustness and invisibility of watermark will be.

Based on this experiment, the reliable SVD-based watermarking
scheme can solve the ownership problem, but choosing the suit-
able scaling factor is a crucial issue in this scheme. In this paper,
the metaheuristic algorithm is incorporated for selecting the suit-
able scaling factor to satisfy the robustness and invisibility.

4. The proposed method

The basic idea of the proposed method is presented in Sec-
tion 4.1. The first and second proposed methods are discussed
in Section 4.2. The method for obtaining the suitable scaling fac-
tor using metaheuristic algorithm is presented in Section 4.3.

4.1. Basic idea

By leading the fact that SVD subspace can preserve the signifi-
cant amount of information of an image, the new method for image
watermarking is proposed. In the proposed method, the principal
components of the watermark are embedded into the host image
in the transform domain (either DCT or DWT). The insertion of
principal components of the watermark image can solve the main
drawback in the SVD-based image watermarking.

The scaling factor in the matrix form is chosen rather than in
the scalar value. The scaling factor can be represented as:

%11 12 - Olp
O G2 -+ Olon

A= e (4.1)
On1 Op2  --- Onn
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The values of scaling factor are obtained by implementing a meta-
heuristic algorithm. In this paper, the particle swarm optimization
is chosen for the metaheuristic algorithm.

4.2. The reliable SVD-based image watermarking scheme

The principal components of the watermark image are imbed-
ded into the host image in the transformed domain; two meth-
ods are proposed. In the first method, the host image is
transformed first using the discrete cosine transform (DCT). In
the second method, the host image is transformed by applying
the discrete wavelet transform (DWT). Then the principal com-
ponents of the watermark are inserted into the transformed host
image.

Let A be the host image of size M x M, and W be the watermark
of size ¥ x Y. For the simplicity, the host and watermark images are
square matrix.

4.2.1. First method: DCT-SVD based image watermarking
The watermark embedding and extraction algorithms are stated
as follows:

‘ Star ’

y

Initialize Particle Location
Randomly select the particle location in the
certain boundary

Max Iteration ?

Objective Value

PSO convergence history for first method

0.5 i ! ! ! I !

25 50 75 100 125 150

175 200 225 250

lteration

Fig. 5.1. PSO convergence history for the first method.

vy

Choose pBest and pBestLoc
Decide the particle best location and pBest
based on the fitness value

Choose gBest and gBestLoc
Calculate the gBest and gBestLoc

Update velocity and particle location
Calculate particle velocity and particle location

|

End

'

Compute Scaling Factor
Each Particle location is scaling factor

L 2

Watermark Embedding
Perform the watermark embedding by
using the current scaling factor

Max Attack?

No
Y

Watermark Extraction
Perform the watermark extraction on the
attacked image

v

Compute Normalized Correlation
Calculate normalized correlation for the
current extracted watermark

2

Compute Fitness Value
Calculate the fitness value based on the
normalized correlation

L 1

Fig. 4.1. Flowchart for PSO algorithm for finding scaling factor.

275 300
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PSO convergence history for the second method
2 ‘
18 1
16 J
3
S g4l ] v B, L B,
2
8
g 1.2 B v v
B, B,
4L J
0.8 J
L L L L L L L L L L L 3. Apply the SVD to each sub-band, B, = UkEkV,f, where
25 50 75 100 125 150 175 200 225 250 275 300 k={1,2,...,4)
Hteration 4, Perform the SVD on the watermark image, W = UWEWVfV.
Fig. 5.2. PSO convergence history for the second method. 5. Calculate the principal components of the watermark image,
Awa = Uwzw-
6. Modify the singular values of the DCT transformed host image
. . . k
. . with the principal components, X| =X; + AeA,, where
4.2.1.1. Watermark embedding algorithm. ) k={1,2,...,4). The symbol e denotes the dot product multipli-
1. Perform the discrete cosine transform to the host image, A. cation. In this step, the scaling factors in the matrix form, A,
2. Using the zig-zag sequence, map the DC coefficients into four are obtained using particle swarm optimization (PSO).
quadrants: By, B, Bs, Ba. 7. Perform AY, = U, VT for k={1,2,...,4}.

Fig. 5.3. Result of the first proposed method.



682

8. Map the A'\j, coefficients back to their original positions, where

k={1,2,...,4}.

9. Apply the inverse discrete cosine transform to produce the

watermarked image, Ay,

4.2.1.2. Watermark extraction algorithm.

1.

2.

3.

Apply the discrete cosine transform (DCT) on the possibly dis-
torted watermarked image, A,,.

Using the zig-zag sequence, map the DCT coefficients into four
quadrants, B], B;, B3, Bj.

Subtract each quadrant with the original transformed quad-
rants, A’{ = B}, — By, where k={1,2,...,4}.

. Obtain the distorted principal components for each sub-band,

A — UTA*V, o A, where k={1,2,...,4}. The symbol o means
the division operation using the element-by-element wise. In

R.-S. Run et al./Expert Systems with Applications 39 (2012) 673-689

Jain et al. (2008), for computing possibly distorted principal
components, the author used Ay, =1(U'A;(V")"). Based on
the orthogonality of left and right singular vectors, UUT = U-
TU=1y and W' =VV =1, the inverse matrix of U and V are
the same with its transpose matrix, i.e. U'=U"" and V=V,
So, in this paper, we use A, = %(UTA1 V) rather than
Awa = L(U'A;(V")™"). It then can improve the running time.

5. Construct the extracted watermark image for each sub-band,
Wk <= A% vT where k={1,2,...,4}.

wa” w?

4.2.2. Second method: DWT-SVD based image watermarking

The algorithms for the discrete wavelet transform-singular va-
lue decomposition (DWT-SVD) image watermarking are described
in the following.

Fig. 5.4. Reliability test of the first proposed method.



R.-S. Run et al./Expert Systems with Applications 39 (2012) 673-689 683

Contrast - 20 JPEG compress 75% Gamma correct 7=00

Fig. 5.5. Attacked watermarked images for the first proposed method.

4.2.2.1. Watermark embedding algorithm.

1. The host image A is decomposed using the discrete wavelet
transform (DWT) into four sub-bands: the approximation coef-
ficients LL, and the detailed coefficients HL, LH, HH.
A= {ALL,ALH,AHL,AHH}.

LL LH

HL HH

2. Perform SVD operation for each sub-band of the host image,
A* = U V!, where k = {LL,LH,HL, HH}.

. Apply SVD operation on the watermark image, W = U, %, V.
. Compute the principal components of the watermark imageA,,q,

Awa=UpZy.

. Insert the principal components of the watermark into the sin-

gular values of the host image in each sub-band,
¥ — %\ + A e Ay, where k={LL,LH,HL,HH}. Here, the scaling
factor A is obtained from the PSO algorithm. In this step, mul-
tiplication between the principal components and the scaling
factor is a dot product.

. Compute the modified coefficients for each sub-band,

AY — U, z*v], where k= {LL,LH, HL,HH}.

. Perform the inverse discrete wavelet transform (IDWT) on the

modified coefficients for each sub-band,A*, where,
k={LL,LH,HL,HH}, to obtain the watermarked image, A,.

4.2.2.2. Watermark extraction algorithm.
1. Apply the discrete wavelet transform (DWT) on the possibly

attacked watermarked image, A, = { AL AMH* Affle AlHeL

w o fw o

2. Subtract the possibly attacked wateérmarked image for each

sub-band  with the original sub-band coefficients,
A¥ = Ak _ A% where k = {LL,LH,HL,HH}.
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3. Compute the distorted principal components for each sub-band,
A’,;,*a = UZA’{(Vk) oA, where k={LL,LH,HL,HH}. In this step, the
division operation on A is performed on element-by-element
wise.

4. Obtain the extracted watermark for each
W* < A vT where k = {LL,LH, HL, HH}.

wa * w’

sub-band,

4.3. Computing scaling factor using particle swarm optimization

The scaling factor is a key point in the SVD-based image water-
marking. This value controls the robustness and transparency of
the watermarked image. In most of literatures, the scaling factor
is chosen to be a positive value, i.e., 0.2. We argue that the scaling
factor is image-dependent. Different watermarks need the differ-
ent scaling factors, although they are embedded in the same host
image.

Because of the difficulty for finding the suitable value of scaling
factor, A, the metaheuristic algorithm can be used to find the scal-
ing value. There are several kinds of metaheuristic algorithms, e.g.
genetic algorithm, ant colony, particle swarm optimization, and

[ IRPE e

1" quadrant : 0.6728

;

A

3" quadrant : 0.7661

1™ quadrant : 0.9724

etc. In this paper, the particle swarm optimization algorithm is
used. Particle swarm optimization (PSO) is an evolutionary compu-
tation technique and population driven algorithm, inspired by so-
cial behavior of swarm or bird flocking. In PSO, each particle
keeps track of its coordinates in the problem space which are asso-
ciated with the best solution (fitness) it has achieved so far.

In this paper, the scaling factor A is obtained using single objec-
tive function PSO. For each iteration in PSO, the value of A is exam-
ined for several attacks, such as histogram equalization,
sharpening, noise additive, and etc. At the end of PSO iteration,
we will obtain the near optimum scaling factor. PSO cannot guar-
antee to find the exact value for the scaling factor, A. Fig. 4.1 shows
the flowchart of PSO algorithm for finding the suitable scaling fac-
tor, A.

The mathematical modeling for PSO to find the scaling factor is
given as follows:

e Objective function: max lRZfﬂCOrrt(W, W) + Corr(A,Aw)},
where W and W* (A and A,,) are the original watermark (host
image) and extracted watermark (watermarked image), respec-

L -
4™ quadrant : 0.9103

Fig. 5.6. Extracted watermark images with several attacks.
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tively.Corr{( W, W*) denotes the normalized correlation between
the original watermark W and extracted watermark W* (when
the watermarked image is attacked with specific attack t). The
value Corr(A,A,) denotes the normalized correlation between
the host image and the watermarked image.

e Decision variable: scaling factor,

01 G2 -r- Oip

01 O2 -+ O2p
A=

On1 Op2 -+ O

e Constraint: —100 < a;; < 100, for 1<ij<n and oy ## 0 (this
constraint is to avoid the division by zero in the watermark
extraction step).

5. Experimental results

This section presents the experimental setup and results for the
reliable SVD-based image watermarking. The image used in the
experiment is explained in Section 5.1. The PSO parameters are de-
scribed in Section 5.2. The experimental results are shown in
Section 5.3.

5.1. Host image and watermark image

The images used in the experiments are of size 512 x 512 for
the cover images and of size 256 x 256 for the watermark images.

The similarity between W (the original watermark) and W* (the
extracted watermark) can be measured by means of normalized
correlation. The normalized correlation is defined as:

S Wy W) (W - W)

VSIS Wy - W2 [ 5 (W - W)’
(5.1)

Corr(W,W") =

)

— 1 N N

W= PZi:lezlw’f’
—. 1 N N
W= WZH j:]WiJ"

The quality of the watermarked image can be estimated using peak
signal-to-noise ratio (PSNR) in (5.2).

2
PSNR =10 log%, (5.2)

1 M M )
MSE = — A—Aw),
Wt 2 24~ A

where A and A,, are the original host image and the watermarked
image.

5.2. The PSO parameters

We choose the PSO algorithm with the linearly inertia weight.
The parameters for the PSO algorithm are chosen to be:

‘.

.
o

A=l

Fig. 5.7. Result of the second proposed method.
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e The value of acceleration constant, ¢y, is set to be 2.

e The value of acceleration constant, c,, is set to be 2.

o The lower bound weight, w, is set to be 0.

e The upper bound weight, w, is set to be 1.

e The maximum velocity (velocity limit), % is set to be 0.5.

e The decision variable is set randomly in the range
i =[—100,100], where 1 < i, j < 256 for each particle.

e Maximum iteration is 300.

e The number of particles is 50.

Because of the computation time burden, we only set the max-
imum iteration and the number of particles to be 300 and 50,
respectively.

5.3. Results of PSO algorithm

The PSO convergence history for the first and second method
can be shown in Figs. 5.1 and 5.2, respectively. In this experiment,
Man and Peppers images are chosen to be the host and watermark
images. For saving the computation time, only 9 attacks are used in
this experiment. After several iterations, the PSO algorithm will
converge in a specific value. We use this value as scaling factor.

5.4. Robustness test for the first method

In this experiment, we investigate the robustness of the first
proposed method. The Man and Peppers are chosen to be the host

Fig. 5.8. Reliability test for the second proposed method.
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image of size 512 x 512 and watermark image of size 256 x 256,
respectively.

Fig. 5.3(a) and (b) show the original host image and watermark
image, respectively. The watermarked image is given in Fig. 5.3(c).
The PSNR value between the original host image and watermarked
image is 32.17. It means that the quality of watermarked image is
acceptable and watermark image is invisible for human visual.
Fig. 5.3(d) shows the extracted watermark for each quadrant. Since
we embed the watermark for all quadrants, in the watermark
detection stage we will get the four extracted watermarks. The cor-
relation coefficients for the 1st, 2nd, 3rd, and 4th quadrant are
0.9871, 0.9912, 0.9772, and 0.9861, respectively. Based on these
values, the extracted watermark is nearly the same with the origi-
nal watermark image.

Another experiment is conducted for testing the reliability of
the first proposed method. Fig. 5.4(a) and (b) show the water-
marked image and original watermark image. In the watermark
extraction stage, the extracted watermark is shown in Fig. 5.4(d)
if Boat image, as shown in Fig. 5.4(c), is used for detection.
Fig. 5.4(f) is the extracted watermark if Bridge image shown in

Fig. 5.4(e) is chosen for extraction. Fig. 5.4(d) and (f) show the reli-
ability of the first proposed method. The original watermark image
cannot be detected using arbitrary reference image.

The robustness of the first proposed method against the image
manipulation is also carried out in the experiment. Fig. 5.5 shows
the attacked watermarked image with several attacks in common
image processing. Because of the computation expense in the
PSO algorithm step, we only use 9 attacks.

Fig. 5.6 shows the extracted watermark when the watermarked
image is attacked with the image manipulation. Only the extracted
watermarks with the maximum correlation coefficient are given in
Fig. 5.6. The extracted watermark from 1st sub-band has the max-
imum correlation coefficient (0.6728) against Gaussian noise. In
several attacks, the 1st quadrant is more robust rather than the
other quadrants.

5.5. Robustness test for the second method

Fig. 5.7 shows the watermark result using the second proposed
method. Fig. 5.7(a) and (b) show the original host image and origi-

Contrast - 20

JPEG compression, 75%

Gamma correction, y = (.6

Fig. 5.9. Attacked watermark images for the second proposed method.
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nal watermark image, respectively. The watermarked image and
extracted watermark are given in Fig. 5.7(c) and (d). In the water-
mark extraction step, we will get four extracted watermark images,
because we embed the watermark in all sub-bands, LL, LH, HL, and
HH. The correlation coefficients of the extracted watermark are
0.9778, 0.9823, 0.9899, and 0.9917, for LL, LH, HL, and HH sub-
bands, respectively.

Reliability test for the second proposed method is given in
Fig. 5.8. Any arbitrary reference images cannot be used for extract-
ing the watermark image. The Boat and Bridge images cannot de-
tect the original watermark image, Peppers.

Fig. 5.9 shows the attacked watermarked image with embed-
ding process as suggested in the second proposed method.

The extracted watermark images and the corresponding maxi-
mum correlation coefficients are given in Fig. 5.10. For several at-
tacks, the LL sub-band is more robust than the other sub-bands.

5.6. Comparison

Fig. 5.11 depicts the comparison result between the correlation
coefficient of the proposed method and that of the pure SVD-based

LL :0.99743

Maximum Correlation Coefficient

1.1

0.6

0.5

Correlation Coefficient Comparison

—F+— Pure SVD
—&— Fist Proposed Method
—+— Second Proposed Method

HH : 0.77169 LL :0.99747

Fig. 5.10. Extracted watermark images with several attacks.

b c d e f g h i
Attacks

Fig. 5.11. Correlation coefficient comparison.

HH : 0.93432
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Table 5.1

PSNR for several watermarking technique.
Watermarking technique PSNR
Second method 33.93
First method 32.17
Pure SVD 30.79

image watermarking (Jain et al., 2008) using PSO for choosing the
suitable scaling factor. For the comparison purpose, the pure SVD is
implemented using scaling factor in matrix form (we obtain this
value using PSO algorithm also) rather than in a scalar value as
suggested in Jain et al. (2008). In Fig. 5.11, the first and second
methods have the better correlation than that of the pure SVD.
For the attack g, the correlation coefficient drops significantly for
all methods. Attacks a-i in Fig. 5.11 are the same attacks in Figs. 5.5
and 5.9.

Table 5.1 shows the PSNR comparison result between the first
method, second method, and pure SVD-based image watermarking
by incorporating PSO for finding the suitable scaling factor. From
this table, the watermarked image quality using the first and sec-
ond methods is nearly the same. There is no meaningful difference
between the first, second and pure SVD-based watermarking in the
image quality aspect. The PSNR of watermarked image using the
first, second proposed methods and the pure SVD is higher than
30 and acceptable.

6. Conclusions

Based on the experimental results, we derive the conclusions
in the following. The proposed method can solve the ambigui-
ties situation and false positive problem. An attacker cannot get
the desired watermark image without knowing the original
watermark. The invisibility and robustness of the watermarked
image are satisfied by employing the first and second proposed
methods. The second method gives the better correlation coef-
ficient under several attacks than the first method and pure
SVD based. The maximum correlation coefficient for the first
method is better than the pure SVD based. The PSNR for the
second method is the best but the other two are also
acceptable.
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