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Stock index forecasting is a hot issue in the financial arena. As the movements of stock indices are non-
linear and subject to many internal and external factors, they pose a great challenge to researchers who
try to predict them. In this paper, we select a radial basis function neural network (RBFNN) to train data
and forecast the stock indices of the Shanghai Stock Exchange. We introduce the artificial fish swarm
algorithm (AFSA) to optimize RBF. To increase forecasting efficiency, a K-means clustering algorithm is
optimized by AFSA in the learning process of RBF. To verify the usefulness of our algorithm, we compared
the forecasting results of RBF optimized by AFSA, genetic algorithms (GA) and particle swarm optimiza-
tion (PSO), as well as forecasting results of ARIMA, BP and support vector machine (SVM). Our experiment
indicates that RBF optimized by AFSA is an easy-to-use algorithm with considerable accuracy. Of all the
combinations we tried in this paper, BIAS6 + MA5 + ASY4 was the optimum group with the least errors.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

Stock index forecasting is an important tool for participants in
financial markets. Investors rely on it to guard against risks; gov-
ernment organizations use it to monitor market fluctuations. It also
serves as a reference for researchers in their studies of financial
issues, such as portfolio selection and pricing of financial deriva-
tives. To carry out accurate forecasting, researchers have tried
various models and algorithms, and have achieved considerable
results. According to theories of model building, stock index fore-
casting models fall into two categories. In the first category are
models based on statistical theories, e.g. General Autoregressive
Conditional Heteroskedasticity (GARCH) and Stochastic Volatility
model (SV) [1]. In the second category are models based on artifi-
cial intelligence, such as the artificial neural network (ANN) [2], the
support vector machine (SVM) [3], and the particle swarm optimi-
zation (PSO) [4].

Existing research indicates that intelligent forecasting models
outperform traditional models, especially in short-term forecasting
[5]. However, there is room for improvement on the part of intel-
ligent forecasting models, because stock indices move dramatically
in response to many complex factors. To increase forecasting speed
ll rights reserved.
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and accuracy, researchers have tried to combine and optimize dif-
ferent algorithms, and build hybrid models. For example, Armano
et al. [6] optimized ANN with GA to forecast stock indices; Shen
and Zhang [7] combined SVM and PSO to carry out stock index
forecasting.

In this paper, we chose RBF to forecast the stock index of the
Shanghai Security Exchange. An RBF neural network is a three-
layered feed-forward network. It has been widely used in short-
term prediction for its self-adapting and self-learning features.
However, being a typical artificial intelligence network, it has lim-
itations with regard to convergence speed and forecasting accu-
racy. To tackle this problem, researchers have introduced
intelligent algorithms to optimize RBF. Feng and Zhao [8] used
RBF optimized by SVM to forecast electricity loads; Zhang and He
[9] optimized RBF with GA to forecast nonlinear time series; used
AFSA to optimize RBF before using it for facial expression recogni-
tion. However, to the best of our knowledge, no optimized RBF
algorithms have yet been applied to stock index forecasting. So,
we decided to use AFSA to optimize RBF and forecast the Shanghai
Security Exchange index.

AFSA, a novel intelligent algorithm, was first proposed in 2002.
It was inspired by the natural social behavior of fish in searching,
swarming and following. Each individual fish searches for food
based in its own way. Information on searching is passed to others,
and the swarm achieves a global optimum. The K-means clustering
algorithm is an effective learning algorithm of RBF, but it is likely to
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converge to a local minimum. AFSA is parallel and independent of
initial values, and can also avoid convergence to a local minimum.
So in this paper, we used AFSA to adjust width and weight of the
center of the K-means clustering algorithm for optimizing RBF.

In Section 2 of this paper, we give a brief overview of AFSA and
RBF. In Section 3 we optimize the K-means clustering algorithm
and determine the linking weight of RBF with AFSA. In Section 4,
with data obtained from the above procedures, we establish mod-
els of the RBF neural network and forecast stock indices with dif-
ferent combination of variables. By using data mining technique,
we select important indicators with strong influence on short-term
changes in stock indices and form them into different groups from,
which we select combinations with the smallest errors. Then we
compare the forecasting results of various algorithms. Finally we
reach our conclusion.
…

…
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output layer

hidden layer

input layer

Fig. 1. Structure of RBF.
2. Fundamentals of AFSA and RBF

2.1. Artificial fish swarm algorithm

Inspired by swarm intelligence, AFSA is an artificial intelligent
algorithm based on the simulation of the collective behavior of
schools of fish. It simulates the behavior of a single artificial fish
(AF), and then constructs a swarm of AF. Each AF will search its
own local optimum and pass on information in its self-organized
system and finally achieve the global optimum.

Suppose the searching space is D-dimensional and there are N
fishes in the colony. The current state of a AF is a vector
X = (x1, x2, . . . , xn), where xi (i = 1, . . . , n) is the variable to be opti-
mized. The food consistence of AF in the current position is repre-
sented by Y = F(x), where Y is the objective function. The distance
between the ith and jth individual AF can be expressed as
Dij = ||Xj� Xi||. In the initial state of the algorithm, the variable of trial
number should be defined as trial times of AF searching for food.

We now describe fish swarm behavior in the following five
steps.

(1) Searching behavior

Suppose the current state of an AF is Xi, and we randomly select
a new state Xj in its visual field. If, in the maximum problem Yi < Yj

(as the maximum problem and minimum problem can convert
with each other, we will discuss maximum problem as example
in the following analysis), moves a step in that direction; other-
wise, select a state Xj randomly again and judge whether it satisfies
the forward condition. If it cannot be satisfied after a pre-set try-
number times, it moves a step randomly. The step moving follows
the following rule:

Xiþ1 ¼ Xi þ Step Xj�Xi

kXj�Xik
ðYj > YiÞ

Xiþ1 ¼ Xi þ Step ðYj 6 YiÞ

(
ð1Þ

(2) Swarming behavior
An AF at current state Xi seeks the companion’s number NF and

their central position X in its current neighborhood (dij < Visual); if
Yc/NF > dYi, it means that at the center of the fish colony, there is
enough food and it is not too crowded. Mathematical expression
of the swarming behavior:

Xiþ1 ¼ Xi þ Step Xc�Xi
kXc�Xik

ðYc=NF > dYi and NF P 1Þ
Xiþ1 ¼ Formula ð1Þ ðYc=NF 6 dYi or NF ¼ 0Þ

(
ð2Þ

(3) Following behavior
Suppose Xi is the current state of AF searching companion Xmax

in the neighborhood with Ymax, if Ymax/NF > dYi, it means the cur-
rent position of companion Xmax has higher food consistence and
it is not too crowded. The AF will move a step towards companion
Xmax; otherwise, continue searching behavior.

Mathematic description of following behavior:

Xiþ1 ¼ Xi þ Step Xmax�Xi
kXmax�Xik

ðYmax=NF > dYi and NF P 1Þ
Xiþ1 ¼ Formula ð1Þ ðYmax=NF 6 dYi or NF ¼ 0Þ

(
ð3Þ

(4) Behavior selection
We evaluate the current environment of the FA according to the

problem we are to address, and choose a behavior to simulate. Trial
method has been frequently taken to simulate fish behaviors, and
the best results are implemented after evaluation. In this paper, we
observe and analyze three biological behaviors of fish swarm,
namely, searching behavior, following behavior and swarming
behavior.

(5) Bulletin

Bulletin is used to record the AF’s optimal state and the optimal
value of the problem. Each AF updates and compares its own state
with the bulletin after making movements. If its current state of AF
is better, then the value on the bulletin will be replaced.

2.2. Radial basis function neural network (RBF)

Radial basis function neural network is a three-layered feed-
forward network. It consists of input layer, hidden layer and output
layer. The input layer contains units of signal source, and the sec-
ond layer is hidden layer. The number of units on the hidden layer
is determined by necessity. The third layer is an output layer which
reacts to input model. Movement from input layer to hidden layer
is nonlinear and that from hidden layer to output layer is linear.
Activation function of the units in hidden layer is RBF, which can
be demonstrated by the following graph (see Fig. 1).

In Fig. 1, X = (x1, x2, . . . , xm) is an m-dimensional vector; and
W = (w1, w2, . . . , wn) is the weight of output layer. Activation func-
tion is Gaussian and denoted as gi(X), i = 1, 2, . . . , n, where n repre-
sents the number of neurons in hidden layer. Where gi(X),
i = 1, 2, . . . , n; gi(X) = gi(||X � Ci||), Ci is the center of ith activation
function, and ||�|| is Euclid norm.

The output of the ith neuron in hidden layer of RBFA can be as-
sumed as:

qi ¼ giðkX � CikÞ ¼ exp �kX � Cik2

2r2
i

 !
ð4Þ

where ri is the width of the receptive field.
The activation of the output layer is linear combination of units

on the hidden layer, which can be expressed as:

y ¼
Xn

i¼1

wiqi ð5Þ

where wi is the connecting weights from hidden layer to output
layer.
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3. RBF optimized by AFSA in K-means clustering algorithm

Before using RBFN, we need to train the model using original
data. Learning algorithms are used to determine activation func-
tion center Ci of each neuron in the hidden layer, width rI, weight
Wi from hidden layer to output layer.

Learning algorithm consists of two parts. The first part is clus-
tering of all input samples and working out activation function
center Ci of units in hidden layer, and the width ri. The second part
is to train the linking weights from hidden layer to output layer
after Ci is determined.

Being parallel, simple, global and fast, AFSA can be used to up-
grade the learning algorithms in determining parameters for neu-
ral network.

Suppose the number of training samples is N. First, initiate I
(randomly chosen training samples) as center C0 and width r0

(1 < N, the number of hidden units). Then we adjust the center fol-
lowing the principle that training samples should be closest in dis-
tance to the center, and execute iteration until we find the right
primary function Ci. Next, we work out width rI with specific
RBF. Solution procedures by AFAS include:

(1) Initializing AFAS

Input the number of hidden units I as the population of AF col-
ony; number of training samples N is the maximum iterative
times; visual area of AF is 1, moving step-length is g (0 < g < 1).
With stochastic algorithm, we select different samples of number
I as initial center Ci(0), where i = 1, 2, . . . I. 0 in the bracket means
the iterative number n is 0.

Initial vector of weights W(0), each component vector wi(0) are
random number between [�1, 1]. Suppose the number of units in
hidden layer is M, and W is the M-dimensional vector, the number
0 in the bracket means the first time of calculation. E0 is the accept-
able network output error. Use output error E to define the food
concentration (FC) in the current position of each AF, FC = 1/E,
the maximum value of FC will be included in the bulletin and
the value assignment of the individual F at the position of the high-
est FC value is recorded in the bulletin.

(2) Denoting the adjustment of center with the swarming
behavior of AF

In the following equation, i = 1, 2, . . . , I; k = 1, 2, . . . , N. In the
process of iteration, local optimum of training sample i(Xk) is:

iðXkÞ ¼ arg min kXk � CiðnÞk ð6Þ

To adjust a center, we use the following formula:

Ciðnþ 1Þ ¼
CiðnÞ þ g½XkðnÞ � CiðnÞ�; i ¼ iðXkÞ
CiðnÞ; others

�
ð7Þ

That is, in iteration n, we use sample Xk, which is closest to current
center Ci(n), to replace Ci(n).

(3) Weight with searching behavior of AF

wiðt þ 1Þ ¼ wiðtÞ þ g wiðtþ1Þ�wiðtÞ
kWiðtþ1Þ�WiðtÞk

ðFCtþ1 > FCtÞ
wiðt þ 1Þ ¼ wiðtÞ þ g ðFCtþ1 6 FCtÞ

(
ð8Þ

where wi(t) and wi(t + 1) represents the corresponding values of the
ith component weights in the process of iteration from time t to
time t + 1.

(4) Swarming behavior in the adjustment of the center: com-
pare the results of center adjustment with previous itera-
tions to determine error value 0 < n < 1. Thus we suppose
the center distribution is approximately fixed and then
update the optimum result to the bulletin.
Searching behavior in determining the weight value: compare
current FC with that on the bulletin, replace the state on the bulle-
tin if the result is better.

(5) Swarming behavior in the adjustment of the center: now we
need to answer the question whether we have tried all the
training samples and whether the center distribution is
fixed. If yes, stop the process; if no, then n = n + 1, enter
the next round of iteration.

Searching behavior in determining the weight value: after each
iteration, compare current FC with that on the bulletin, replace the
state on the bulletin if the result is better. To continue or discon-
tinue the AF action is determined by pre-set condition (FC > 1/E0)
or if or not the maximum iterative N has been achieved. If condi-
tions are satisfied, results are released as an output. Otherwise,
iterate again.

(6) Finally we work out the Ci which is the center of primary
function of RBF, then variance r I is determined on the basis
of Ci. In terms of Gauss function:
ri ¼ dmin=
ffiffiffiffiffi
2I
p

ð9Þ

where dmin is the closest distance between the chosen centers.
Above procedures can be demonstrated by the following struc-

ture graph (see Fig. 2).
4. Experiments

4.1. Data

In this paper, we apply RBF algorithm optimized by AFSA to
forecast the trend of Shanghai Composite Indices. Forecasting date
is from 06.03.2006 to 17.03.2006, with 10 groups of data. Our fore-
cast is a short-term one, and data far from forecasting date provide
less and less information useful to forecasting value, therefore we
select 30 groups of data from 12.01.2006 to 03.03.2006 as input to
construct and train neural networks. Then we carry out forecast
and compare the result with actual data.

As stock indices are subject to many factors of influence, we
cannot expect to achieve good result by applying a single-factor
indicator. Therefore, through using data mining technique, we
select 12 indicators with great influence to short-term stock indi-
ces (see Table 1) and classify them into three groups. Then we
process data as follows.

First, we select and train a group of technical indicators (BIAS6,
MA5, OBV, PSY12) and compare the error between the forecast
value and the real value. Secondly, we choose and train the average
yields of each of the five days prior to a given date, and compare the
forecast value to the real value. Thirdly, we choose and train the
indices of each of the three days prior to a given date, and compare
the forecast value to the real value. Finally, we select from each
group the indictors with relatively smaller errors and form opti-
mized group of indicators. We train the optimized groups and com-
pare the errors between the forecast value and the real value.

Input data need to be pre-processed. In this paper, we prepro-
cess input data of BIAS6, OBV and PSY12 with formula (10); input
data of MA5 is preprocessed with formula (11). BIS6, OBV and
PSY12 are discrete variables correlating to closing index, therefore
we use quotient of deviation and standard deviation as input to
reduce departure. MA5 is a single factor data processed with mean
value method, so we simply use its deviation as input

X0 ¼ ðX � EðXÞÞ=ðm � rÞ ð10Þ
X0 ¼ ðX � EðXÞÞ=m ð11Þ



Fig. 2. Procedures of center and weight determination by K-means clustering algorithm.

Table 1
Indicators in optimized RBF.

Group Indicator Formulas and explanations

1 OBV OBV (on balance volume) = vi + vi�1, vi represents trade volume of the current day
1 MA5 MA5 (moving average for 5 days) = (Pc + Pc�1 + Pc�2 + Pc�3 + Pc�4)/5, Pc is the closing index of the current day
1 BIAS6 BIAS6 = pc[(pc �MA6)/MA6] � 100
1 PSY12 PSY12 (psychological line for 12 days) = ðDUP12=12Þ � 100, Dup12 means the number of days when price going up within 12 days
2 ASY5 ASY5 (average stock yield of 5 days before the forecasting date) = (SYc�1 + SYc�2 + SYc�3 + SYc�4 + SYc�5)/5, SY (stock yield) = (ln pc � ln pc�1) � 100
2 ASY4 ASY4 (average stock yield of 4 days before the forecasting date) = (SYc�1 + SYc�2 + SYc�3 + SYc�4)/4
2 ASY3 ASY3 (average stock yield of 3 days before the forecasting date) = (SYc�1 + SYc�2 + SYc�3)/3
2 ASY2 ASY2 (average stock yield of 2 days before the forecasting date) = (SYc�1 + SYc�2)/2
2 ASY1 ASY1 (average stock yield of 1 day before the forecasting date) = SYc�1

3 CI3 Closing indices of 3 days before the forecasting date
3 CI2 Closing indices of 2 days before the forecasting date
3 CI1 Closing indices of 1 day before the forecasting date
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where X is the original input vector and E(X) is the expected value of
input vector X, r is the standard deviation of X, m is the product of a
constant and the sum of n1 and n2, n1 represents the sequence num-
ber of input vector of training sample X1, n2 represents the sequence
number of input vector of forecast value X2. We fix the constant at
4.5, which means m = (n1 + n2) � 4.5. X0 is the transposed input
vector.

4.2. Forecasting analysis with single indicator

We carry out forecasts by using each of the above 12 indicators
in 3 groups, respectively (see Fig. 3 and Table 2). From forecasting
result we reach the following conclusions:

(1) In technology indicator group, OBV forecast has the biggest
error ratio and BIAS6 yields the best result.

(2) In average stock yield indictor group, ASY5 and ASY4 have
better results than others. This result indicates that weekly
average-stock yield has greater influence on closing
index.
(3) In closing index group, we find that error increases with the
number of days of closing indices. Forecasting error of clos-
ing indices of previous 3 days stands high at 2.0292, so we
conclude the most reliable indicator in this group is the clos-
ing index of 1 day ahead.

Generally speaking, forecasting results with a single indicator
are not satisfactory, as there are more factors having influence on
stock index movement. However, through our experiment, we
have found some indicators with relatively good performance in
forecasting accuracy.

4.3. Forecast and analysis with optimized group

In this section, we extract indicators with better performance
from the above three groups and put them into optimized groups
for forecasting. There are n kinds of indicators and their output
are formed into linear combinations: Y = w1 * Y1 + � � � + wn * Yn.,
where Yn is the output vector of the corresponding indicator and
wn represents its weight.



Fig. 3. Comparison of forecasting value with single-factor indicators to the actual value.

Table 2
Daily forecasting error and average error based on single-factor indicators.

Indicator Error Average
error (%)

Date 06.03 07.03 08.03 09.03 10.03 13.03 14.03 15.03 16.03 17.03
Actual value 1289.0 1259.9 1250.4 1245.2 1245.7 1259.7 1259.0 1274.8 1274.2 1269.5

BIAS6 Forecast ratio 1277.1 1263.4 1260.3 1268.4 1274.9 1275.9 1274.7 1268.3 1271.2 1274.7 0.9773
Error ratio (%) 0.9274 0.2775 0.7890 1.8307 2.2904 1.2692 1.2252 0.5144 0.2381 0.4110

MA5 Forecast ratio 1297.2 1284.9 1282.4 1282.3 1266.9 1254.5 1254.2 1264.3 1276.4 1282.2 1.2445
Error ratio (%) 0.6333 1.9418 2.4987 2.8949 1.6780 0.4150 0.3893 0.8292 0.1707 0.9941

OBV Forecast ratio 1288.7 1294.4 1266.8 1239.3 1263.9 1284.9 1260.5 1289.8 1262.8 1230.9 1.3177
Error ratio (%) 0.0177 2.6634 1.2990 0.4762 1.4440 1.9626 0.1192 1.1595 0.9003 3.1346

PSY12 Forecast ratio 1263.3 1263.3 1265.1 1272.1 1265.1 1265.1 1272.1 1272.1 1282.4 1285.2 1.0652
Error ratio (%) 2.0319 0.2668 1.1628 2.1198 1.5368 0.4285 1.0289 0.2106 0.6395 1.2266

ASY5 Forecast ratio 1267.0 1264.9 1259.1 1265.1 1259.0 1272.1 1266.7 1274.1 1272.9 1266.7 0.7421
Error ratio (%) 1.7368 0.3979 0.6916 1.5724 1.0618 0.9789 0.6059 0.0575 0.1004 0.2175

ASY4 Forecast ratio 1267.0 1260.5 1267.1 1260.4 1272.5 1267.5 1273.6 1273.0 1268.5 1257.6 0.9713
Error ratio (%) 1.7323 0.0468 1.3191 1.2047 2.1083 0.6181 1.1440 0.1420 0.4514 0.9462

ASY3 Forecast ratio 1265.2 1256.9 1265.0 1274.5 1259.2 1271.4 1274.3 1272.9 1257.9 1273.6 1.0535
Error ratio (%) 1.8753 0.2394 1.1575 2.2996 1.0759 0.9233 1.1951 0.1491 1.2918 0.3278

ASY2 Forecast ratio 1252.7 1265.8 1277.0 1243.5 1273.4 1276.8 1275.1 1257.1 1276.0 1256.5 1.2938
Error ratio (%) 2.8982 0.4611 2.0869 0.1370 2.1788 1.3429 1.2578 1.4050 0.1385 1.0318

ASY1 Forecast ratio 1272.1 1274.2 1274.6 1265.3 1272.8 1277.1 1262.8 1276.9 1261.2 1276.9 1.1491
Error ratio (%) 1.3258 1.1175 1.8988 1.5904 2.1355 1.3609 0.2951 0.1601 1.0273 0.5795

CI3 Forecast ratio 1319.4 1285.9 1285.7 1285.2 1265.9 1241.9 1230.0 1230.9 1265.4 1263.9 2.0292
Error ratio (%) 2.3100 2.0212 2.7471 3.1143 1.6004 1.4301 2.3648 3.5652 0.6980 0.4404

CI2 Forecast ratio 1288.2 1297.0 1290.3 1266.2 1241.2 1228.4 1229.5 1265.6 1264.2 1286.1 1.5792
Error ratio (%) 0.0561 2.8557 3.0958 1.6614 0.3615 2.5442 2.4070 0.7247 0.7941 1.2918

CI1 Forecast ratio 1282.7 1287.3 1265.7 1245.2 1234.2 1235.2 1265.3 1264.0 1287.6 1287.1 1.0487
Error ratio (%) 0.4841 2.1254 1.2133 0.0028 0.9242 1.9802 0.4906 0.8583 1.0396 1.3683

382 W. Shen et al. / Knowledge-Based Systems 24 (2011) 378–385
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(1) Combination of BIAS6 and MA5

On the basis of forecasting with MA5 and BIAS6, weights are gi-
ven to each output values in different combinations. The results we
yielded are combinative values based on MA5 and BIAS6.

Forecast result based on combination of BIAS6 and MA5 has
relatively stable error ratio, and its curve does not have drastic
Fig. 4. Comparison of forecasting value with mu

Table 3
Daily forecasting error and average error based on multiple-factor indicators.

Indicator Error

Date 06.03 07.03 08.03 09.03
Actual value 1289.0 1259.9 1250.4 1245

BIAS6 + MA5 Forecast ratio 1296.8 1273.7 1265.5 1260
Error ratio (%) 0.6086 1.0804 1.1916 1.211

ASY3 + CI1 Forecast ratio 1284.0 1264.7 1263.0 1243
Error ratio (%) 0.3877 0.3817 1.0017 0.172

BIAS6 + MA5 + ASY4 Forecast ratio 1298.2 1272.9 1260.0 1252
Error ratio (%) 0.7146 1.0198 0.7661 0.619

BIAS6 + MA5 + CI1 Forecast ratio 1273.9 1261.1 1259.0 1244
Error ratio (%) 1.1804 0.0915 0.6820 0.083

BIAS6 + MA5 + ASY4 + CI1 Forecast ratio 1293.7 1273.0 1263.8 1262
Error ratio (%) 0.3688 1.0273 1.0620 1.377

Fig. 5. Comparison of the forecasting r
up-and-downs. The curve fitting degree is between the results
achieved by using BIAS6 and MA5 separately.

(2) Combination of ASY3 and CI1

When we forecast with combined indicators of CI1 and ASY3,
we find the forecasting average error smaller than the errors from
ltiple-factor indicators to the actual value.

Average
error (%)

10.03 13.03 14.03 15.03 16.03 17.03
.2 1245.7 1259.7 1259.0 1274.8 1274.2 1269.5

.4 1250.7 1254.1 1256.9 1272.9 1277.3 1277.8 0.6168
1 0.4066 0.4483 0.1696 0.1529 0.2430 0.6560
.0 1247.7 1235.1 1262.8 1261.7 1289.8 1290.7 0.8287
8 0.1620 1.9880 0.3006 1.0392 1.2089 1.6442
.9 1247.0 1261.4 1256.8 1272.1 1279.1 1285.6 0. 5395
6 0.1094 0.1395 0.1791 0.2108 0.3820 1.2539
.1 1217.0 1240.0 1260.5 1276.1 1274.7 1282.9 0. 7285
8 2.3509 1.5895 0.1167 0.1045 0.0413 1.0444
.6 1245.1 1224.2 1254.8 1273.7 1280.5 1271.2 0. 7829
7 0.0433 2.8975 0.3363 0.0900 0.4898 0.1364

esults of seven discussed models.
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forecasting based on the above two indicators separately. Curve fit-
ting degree is also better.

(3) Combination of BIAS6, MA5 and ASY4

We combine BIAS6, MA5 with ASY5, ASY4, ASY3 and ASY2, and
get average error at 0.8839, 0.5395, 0.9819 and 0.8499 respec-
tively. In average stock yield indicator group, BIAS6 + MA5 + ASY4
has the smallest error ratio and the goodness-of-fit is also better
than the result from BIAS6 + MA5.

(4) Combination of BIAS6, MA5 and CI1

When CI1 is added to the combination of BIAS6 + MA5, the
curve fitting degree is low at the 5th phase and the 6th phase with
large deviation, and the average error is larger than that of
BIAS6 + MA5.

(5) Combination of BIAS6, MA5 ASY4 and CI1

When we try to add CI1 to BIAS6 + MA5 + ASY4, we find a big
deviation appears at the 6th phase on the forecasting curve and
that leads to higher average error than that of BIAS6 + MA5 + ASY4.

Through comparison and analysis of the above five groups of
forecasting results (see Fig. 4 and Table 3), we can see that the
combination of BIAS6 + MA5 + ASY4 has better result, with least er-
ror ratio and higher fitting degree to the actual value. This result
also indicates that average fluctuation of stock indices and average
yield within one week time have more influence on future move-
ment of stock indices.

4.4. Comparison and analysis

To verify the effectiveness of the combination of BIAS6 + MA5 +
ASY4 and the forecasting accuracy of AFSA + RBF model, we select
6 forecasting models and compare their forecasting results with
that of AFSA + RBF (see Fig. 5 and Table 4).

First, let’s see the ARIMA model. Through observation of the his-
torical data series of the closing prices, we found the data series a
non-stationary sequence. By ADF inspection, we fixed the expo-
nent number of difference at 1. Then we established ARMA(0, 1),
or MA(1) model after analyzing the autocorrelation and partial
autocorrelation of the said sequence. As the MA(1) model took only
singular quantitative indicators, we input closing price indicators,
and got the forecasting result of closing prices of 10 days. From
Table 4 we can see that the average error ratio is 1.4134%.

Secondly, we tried BP model. We carried out forecasting with
BIAS6, MA5 and ASY4, and the average error ratio was 0.5816%, a
reasonably good result. When using BP model, iterations were
done day by day, so the forecasting result of the first day had sig-
nificant influence on the subsequent results.

Thirdly, we introduced BIAS6, MA5 and ASY4 into SVM model
and the forecasting error ratio was 0.5091%, which is a very good
result.

Fourthly, to further validate our approach in a more compre-
hensive way, we also carry out experiment with original RBF and
GA-based RBF and PSO-based RBF. We introduce BIAS6 + MA5 +
ASY4 to RBF algorithm and forecast the stock indices of Shanghai
Stock Exchange. The forecasting results are satisfactory with aver-
age error ratio at 0.5720. Then we use GA and PSO to optimized
RBF and use the optimized algorithms to forecast stock indices.
For GA + RBF, the average error ratio is 0.5382, for PSO + RBF, the
average error ratio is 0.5177, both yielding very good results as re-
flected in Fig. 5 and Table 4.

Through above comparative analysis, we found BIAS6 +
MA5 + ASY4 had stable performance in the above groups of
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models. This result further highlighted influence of average move-
ment of stock indices and average yield within one week time on
short-term index forecasting. The forecasting accuracy of AF-
SA + RBF was lower than SVM, GA + RBF and POS + RBF, however,
as a new intelligent algorithm, it successfully increased the fore-
casting result of original RBF, and its forecasting error ratio was
very close to those of GA + RBF and PSO + RBF, which are mature
and well-established. Therefore we have reason to believe AF-
SA + RBF should be a reliable forecasting model.

5. Conclusions and future work

In this paper, we introduced a new hybrid algorithm, RBF opti-
mized by AFSA, to forecast indices of the Shanghai Stock Exchange.
First, we used AFSA to optimize a K-means clustering algorithm,
and then we used it to determine the linking weight of RBF.
Through observation of the relations between stock indices and
key technical indicators, average yields, closing indices, we pro-
posed a method for forecasting stock indices. Data mining tech-
nique was also introduced to select indicators with better
performance and form them into various groups. Then we set them
to forecasting by linear transformation. Results of error ratios and
curve fitting of various groups were also observed in order to give
reference to practical application.

In the technical indicator group, BIAS6 and MA5 outperformed
other indicators. Using a single indicator to forecast stock closing
index, whether it was a technical indicator, an average stock yield
indicator or a closing index indicator, the accuracy was lower than
that achieved with group indicators. Of all the hybrid combina-
tions, BIAS6 + MA5 + ASY4 were the optimum group with the
smallest forecasting error. When we substituted this combination
to other forecasting models, we had similar results, and this indi-
cated that the average movement of stock indices and average
stock yield within one week time had more influence on short-
term stock index forecasting results.

The average forecasting error of RBF was relatively small. Fore-
casting accuracy of RBF algorithms optimized by AFSA, GA and PSO
improved to some extent and were very close to each other. RBF
optimized with AFSA, though not the highest in accuracy, is a use-
ful and easy-to-apply method for parallel computation and being
independent from initial value. Moreover, as a new intelligent
algorithm, AFSA has room for improvement and development.

This work mainly employs quantitative indicators to forecast
the closing indices of Shanghai Stock Exchanges. However, stock
movements are affected not only by quantitative factors, but also
by non-quantitative factors, such as breaking news, macroeco-
nomic policies and regulations, psychological factors, etc. How to
integrate these non-quantitative factors into mathematical algo-
rithms using text-mining techniques to effectively increase fore-
cast accuracy will be left to future research [10].
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