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the experiments on two baseline datasets, i.e. Corel5k 
and IAPR-TC12. The evaluation measures include preci-
sion, recall, F-measure and rule number. The experimental 
results show that our approach performs better than many 
state-of-the-art automatic image annotation approaches.
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1 Introduction

With the development of digital imaging and storage tech-
nology, the size of image data increases more and more 
quickly. At the same time, mobile equipment becomes 
more and more popular in our daily life. So a large amount 
of image data emerged in mobile equipment is also needed 
to be indexed and retrieved effectively and efficiently. To 
solve the problem, there exist two distinct approaches in 
the literature. In the original text based image retrieval [2, 
21], images were annotated manually and retrieved as doc-
uments. Since manually annotation is expensive and sub-
jective, text based image retrieval is difficult to deal with 
the large image database. Therefore, many works turn their 
focus on content based image retrieval (CBIR). Under this 
paradigm, images are retrieved by low level visual features, 
such as color, shape and texture. However, most CBIR sys-
tems were not able to describe images with semantic repre-
sentation automatically, which lead to the notorious seman-
tic gap. As a result, automatic image annotation (AIA) [32] 
has attracted more and more attention in recent years.

Generally speaking, the approaches of AIA include 
two-step. First, image segmentation and feature extrac-
tion is executed to get the visual feature representation 

Abstract The problem of sharp boundary widely exists in 
image classification algorithms that use traditional associa-
tion rules. This problem makes classification more difficult 
and inaccurate. On the other hand, massive image data will 
produce a lot of redundant association rules, which greatly 
decrease the accuracy and efficiency of image classifica-
tion. To relieve the influence of these two problems, this 
paper proposes a novel approach integrating fuzzy asso-
ciation rules and decision tree to accomplish the task of 
automatic image annotation. According to the original fea-
tures with membership functions, the approach first obtains 
fuzzy feature vectors, which can describe the ambiguity 
and vagueness of images. Then fuzzy association rules are 
generated from fuzzy feature vectors with fuzzy support 
and fuzzy confidence. Fuzzy association rules can capture 
correlations between low-level visual features and high-
level semantic concepts of images. Finally, to tackle the 
large size of fuzzy association rules base, we adopt decision 
tree to reduce the unnecessary rules. As a result, the algo-
rithm complexity is decreased to a large extent. We conduct 
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of images. Second, image classification or annotation 
is done based on the correlation of visual features and 
textual words extracted from training images. In most 
AIA systems, images are represented by global features, 
block-based local features, or region-based local features. 
Duygulu et al. [4] propose translation model (TM) to anno-
tate images. This approach learns the correlation between 
keywords and image regions by computing the joint prob-
ability. Then annotation is automatically accomplished by 
translating regions into keywords. Jeon et al. [10] propose 
cross-media relevance model (CMRM), which acquires 
region-based local features to describe each image through 
image segmentation, assuming an image is described by a 
small vocabulary of blobs which were clustered by region 
features. Lavrenko et al. [14] propose similar continuous-
space relevance model(CRM), in which the word prob-
abilities are estimated using multinomial distribution and 
the blob feature probabilities using a non-parametric kernel 
density. Afterwards, Feng et al. [5] propose multiple Ber-
noulli relevance model (MBRM), which uses block-based 
local features to describe each image. In addition, a multi-
ple Bernoulli distribution is used to generate words instead 
of the multinomial one as in CRM. Zhang et al. [30, 31] 
propose an image classification framework by leveraging 
the non-negative sparse coding,low-rank and sparse matrix 
decomposition techniques. This approach utilize max pool-
ing along with spatial pyramid matching to get the feature 
vectors to represent images. A linear SVM(Support Vector 
Machine) classifier is employed for final classification. Fur-
thermore, many approaches accomplish the task of annota-
tion by combining several feature representation methods. 
For example, to combine global, regional, and contextual 
features, Wang et al. [29] present an extended approach of 
CMRM, which incorporate the three kind of representation 
by estimate their joint probability. Caneiro et al. [1] propose 
supervised multiclass labeling (SML), which employs opti-
mal principle of minimum probability of error and treats 
annotation as a multiclass classification problem where 
each of the semantic concepts of interest defines an image 
class. Monay et al. [22] propose an approach by model-
ling multi-modal co-occurrences. The approach is based 
on probabilistic latent semantic analysis (PLSA) and con-
strains the definition of latent space to ensure its consist-
ency in semantic words. Moreover, Li et al. [16] propose a 
hybrid approach combining continuous PLSA and ensem-
bles of classifier chains. This approach can learn seman-
tic classes of images and consider the correlation between 
labels at the same time. In addition, many kinds of learning 
technology are used to annotate images, such as neural net-
work, multiclass SVM and the nearest neighbor classifiers 
etc. A BLIR approach [25] is proposed based on boosting 
learning. In the stage of feature extraction, 2D-MHMM 
(2 dimensional Multi-resolution hidden Markov model) is 

used to get image representation. In the stage of semantic 
learning, the boosting algorithm is utilized to combine the 
keywords and the low-level feature for annotating images. 
Sumathi and Hemalatha [27] proposed an innovative hybrid 
hierarchical model to annotate images automatically. The 
approach utilizes low level image features and a simple 
combination of basic distances to find the nearest neighbor 
of a given image. Then semantic concepts are assigned to 
new images by support vector machine (SVM). Zhang et al. 
[33] propose a new model to extract foreground and back-
ground annotation words. In this model, foreground seman-
tic concepts are obtained from visual saliency analysis and 
multiple Nystrom-approximating kernel discriminant anal-
ysis. At the same time, region semantic analysis was used 
to get annotation words of background. Makadia et al. [18] 
propose joint equal contribution (JEC) to annotate images. 
JEC finds the nearest neighbour of a given image by using 
global low-level features and a combination of basic dis-
tance measures. Then it assigns keywords to corresponding 
image using a greedy label transfer mechanism.

Associative classification is a popular method in data 
mining field [12]. In addition, it is also successfully applied 
in image classification [7] and visual concept detection [19, 
20]. It is proved that the approach has higher classifica-
tion accuracy than other famous techniques, such as SVM, 
Naive Bayes, Neural networks etc. However, these asso-
ciation classification approaches were poor in dealing with 
the “sharp boundary”. Sharp boundary includes fuzzy and 
uncertain factors commonly exist in image processing, such 
as edge, boundary and texture, etc. To overcome this prob-
lem, Kuok et al. [13] propose a fuzzy technique for mining 
association rules, which is the origin of fuzzy association 
rules (FARs). The approach using FARs has been widely 
applied in data mining. Hence, many approaches based on 
FARs have been proposed in the field of image classifica-
tion [3, 28]. However, these approaches have two disadvan-
tages. First, when dealing with the large image database, 
the size of FARs base becomes very large. Second, since 
FARs are not optimized adquately, the classification perfor-
mance is not as good as expectation.

Decision tree based methods are widely used in data 
mining and decision support applications. The most popu-
lar method is based on the algorithm ID3 [24]. In addition, 
there exist many algorithms including C4.5, CART etc. In 
this paper, we integrate FARs and decision tree and pro-
vide a way to reduce the association rules for annotation. 
Our approach has several advantages. On the one hand, we 
reduce fuzzy association rules in the training stage, which 
determine the degree of correlation between features and 
concepts of training images. Instead of the traditional dis-
criminative approach which assigns a sample to a class, the 
FARs assign the sample points to each class with a mem-
bership, which aims to handle “sharp boundary” problem. 
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Moreover, in this way, correlation between visual features 
and semantic concepts can be got intuitively, which could 
bridge the “semantic gap” to a large degree. On the other 
hand, the effect on annotating the multi-label images can 
be demonstrated better than other traditional machine 
learning methods. In the multi-label image database, we 
can obtain several rules which assign the same low level 
feature to multiple semantic concepts. Considering an 
image with sunset and mountain label, we can get two 
fuzzy association rules from the image. Finally, to tackle 
the great fuzzy association rules base, the well-known 
decision tree algorithm is employed to reduce the num-
ber of rules. As a result, the complexity of the algorithm 
is greatly decreased, while the efficiency of the algorithm 
is increased. Moreover, decision tree algorithm filters the 
unnecessary long rules and weak rules from the fuzzy rule 
base. Consequently, the experimental results show that the 
performance of image annotation and retrieval is improved 
obviously, which proves the effectiveness and robustness of 
our approach.

This paper is organized as follows. Section 2 introduces 
image segmentation and feature extraction. Section 3 dis-
cusses the framework of our proposed approach, which 
integrates FARs and decision tree to improve the per-
formance of AIA. Section 4 includes experiment design 
and result analysis. Finally, some concluding remarks are 
drawn in Sect. 5.

2  Image preprocessing

2.1  Image segmentation

In the field of automatic image annotation, images are gen-
erally represented by either global or local features. In our 
approach, each image is segmented into sub-units so that 
region-based local features can be obtained from sub-units. 
Image segmentation is one of the key procedure in image 
preprocessing. Segmented target areas can be used as units 
for following feature extraction. The method of segmenta-
tion includes edge detection, edge tracing, region growth 
etc. Our approach use region growth method for image 
segmentation. This method can segment an image into con-
nected region with similar features and can provide corre-
sponding edge information. The region growth method can 
be described as following steps. First, finding an appro-
priate growing point. That is, choosing an element e in 
matrix M. Second, selecting the growth criterion. We find 
its neighbors set N that have values within δ appointed by 
specific algorithm. Then for each element e in N, we find 
corresponding neighbours that have values within δ. Third, 
determining the stop condition of the growth. This previous 
process is repeated until no new neighbors are identified.

Example 1 Figure 1 shows an example of image region 
growth. The matrix in Fig. 1a represents the original image. 
The number in the matrix shows the gray value of an 
image. The pixel whose gray value equals 8 is taken as the 
initial growing point, named f(i, j). The growth criterion is 
choosing several points from its 8 neighbors, with the con-
dition that the difference of the gray value of these points 
and the initial point is not greater than 1. After the first 
region growth, the matrix in Fig. 1a turns into the matrix 
in Fig. 1b. Since f (i − 1, j), f (i, j − 1) and f (i, j + 1) all 
satisfy the growth criterion, they are merged. The matrix 
in Fig. 1c shows the gray value after the second grow-
ing, f (i + 1, j) is merged. The matrix in Fig. 1d shows 
the gray value after the third growing, f (i + 1, j − 1) and 
f (i + 2, j) are merged. At last, there is no pixels satisfy the 
growth criterion. Then region growth is stop.

Figure 2 shows several examples of using region growth 
method to divide an image into homogenous regions. Gen-
erally speaking, image segmentation is an advantageous 
step in image pre-processing. As a result, our approach 
can acquire semantic concepts in a smaller granularity by 
image segmentation.

2.2  Feature extraction

Feature extraction is an important step in image annota-
tion. The low-level feature provides the foundation for 
distinguishing images. Furthermore, it plays an important 
role for improving the performance of image annotation. 
After image segmentation, the low-level visual feature can 

(a) (b)

(d)(c)

Fig. 1  An example of image segmentation using image region 
growth
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be extracted from the segmented regions. Feature vectors 
present different attributes and characteristics of an image. 
There are many kinds of features for image representation, 
such as color and texture features defined in the MPEG-7 
Standard [15], color coherence vector [23], SIFT feature 
[17], etc. In this paper, we utilized the color, edge and tex-
ture feature for image representation.

Color is one of the most important features of images. 
There exists many different color spaces, such as RGB, 
LUV, HSV and HMMD model. Since HSV color model 
is closely related to human visual perception, we defined 
color features subject to HSV color space in our approach. 
After image segmentation, color features are extracted 
from regions. We encode a histogram to describe the color 
distribution of image features. It quantizes color space into 
9 different bins and counts the frequency of pixels belong-
ing to each color bin.

Textures can capture patterns in the image data roughly 
and smoothly. It has been well studied in image process-
ing and computer vision. The approach of texture analy-
sis often adopts Gaussian mixture model, Markov random 
fields or Gabor filter. In our approach, 9-dimensional tex-
ture feature vector is acquired through Gabor filter.

Edge features are particularly important for some 
darker images. Lines in four directions (0, 45, 90 and 
135) were extracted using canny edge detection method. 
Then 4-dimensional feature vector are dedicated for edge 
features. All the extracted features are combined into a 
22-dimensional vector. Figure 3 shows the description of 
low level image feature.

3  The proposed approach

In general, AIA is a two-step approach. First, image seg-
mentation and feature extraction are executed to get image 
representation. Second, a learning model is trained to 

generate image annotations automatically. After region-
based features are extracted in image preprocessing, our 
approach first divides each attribute of visual features into 
fuzzy patitions. Then it gets the correlation between vis-
ual features and semantic concepts, which forms FARs. 
Finally, it deals with redundant rules by decision tree, 
which makes annotation performance much better. Figure 4 
shows the framework of our approach, which describes the 
training and testing stage, illustrating the generative proce-
dure of FARs simultaneously.

3.1  Fuzzy association rules

Our approach includes two stages. In the training stage, 
low-level features are first extracted. Then FARs base is 
generated by computing fuzzy support (FS) and fuzzy con-
fidence (FS). Finally, decision tree algorithm is employed 
to reduce the redundant rules. In the testing stage, annota-
tion is propagated from FARs base. As a result, unlabeled 

Original image segmented image Original image segmented image

Fig. 2  Original images and corresponding segmented images by region growth method

 

edge color texture 

Hue Saturation Value 

Fig. 3  The low level visual features of images
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images could be annotated by several words as accurate as 
possible.

In this section, we first describe the basic definitions of 
FARs. Then we discuss how to mine FARs and present how 
to use FARs for annotation. We consider a two-phase tech-
nique to obtain fuzzy rules. The first phase is finding fuzzy 
feature vector by fuzzy partition according to the original 
features. The second phase is generating effective FARs 
from fuzzy feature vector by computing FS and FC.

3.1.1  Fuzzy partition

In the real world, fuzzy and uncertain factors exist every-
where. Just as the procedure of image preprocessing, there 
exists ambiguity and vagueness in some definition, such 
as edges, boundaries, regions and textures. Ambiguity and 
vagueness is very useful in interpreting low-level image 
processing results. Recently, the fuzzy set theory has been 
used more and more frequently because of its simplicity 
and similarity to human reasoning. In this paper, we adopt 
fuzzy set for FARs method.

Example 2 Taking a person’s income level for a simple 
example, if the value of membership ‘high’ is 0.1 and the 
value of membership ‘standard’ is 0.8, then his income level 
obviously belongs to ‘standard’ category more strongly.

Fuzzy set represents human levels categories. People can 
recognize how strong one belongs to a category according 
to membership functions which ranging from 0 to 1. The 
first approach on fuzzy partition by a simple fuzzy grid was 
employed in [9], where a 2-dimensional pattern space was 
divided into 22-dimensional fuzzy subspace. The original 
feature values are replaced with membership functions low, 

mid, high. The fuzzy feature is described by a 66-dimen-
sional vector. Basically, fuzzy mining algorithms employ 
membership functions to transform each quantitative low-
level visual feature value into a fuzzy set in linguistic 
terms. The key question of fuzzy partition is how to get the 
appropriate membership function of the fuzzy set based on 
numerical attributes.

Figure 5 shows the triangular membership functions of 
fuzzification. The membership functions stand for three lin-
guistic terms, i.e. low, mid and high. As a result, features 
belong to classes with membership value in the interval [0, 
1], instead of belonging entirely to a certain class.

3.1.2  Mining fuzzy association rules

Given a image database D, low level fea-
ture vector A = {a1, a2, . . . , am}, where m is 
the feature dimension. Fuzzy vector set Af = 
 {A1

1
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Fig. 4  Framework of automatic image annotation based on fuzzy association rules and decision tree
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where the element of fuzzy set pj is related to ai. Assuming that 
upj(ai) represents the degree of membership of ai in the fuzzy set 
pj, Table 1 shows the fuzzy process from original feature vector to 
fuzzy feature vector. Given an original feature vector A = {a1, a2} 
consisting of 2-dimensional low level features, the fuzzy feature 
vectors could be obtained according to the triangular membership 
function shown in Fig. 5. In this sample, fuzzy set MFs = {low, 
mid, high}, so both a1 and a2 are divided into 3 fuzzy partitions.

The procedure of mining FARs includes two steps.
The first step is computing fuzzy support (FS) and fuzzy 

confidence (FC). FS and FC are the most common measure 
of a fuzzy association rule. FS of a rule in the image set D 
addresses fuzzy percentage of images including both the fea-
ture ai and concept Cj in all images. It measures the signifi-
cance of the rule. FC presents the accuracy of the rules pre-
diction. It calculates the percentage of images containing both 
the feature ai and concept Cj in the total of images containing 
the feature ai. A rule in this context is the relationship among 
transaction items with enough support and confidence.

Example 3 For example, if a rule is “ai is low → Cj”, 
then

where |T| is total count of transaction in data set D, and C is 
the set of all concepts. If the FS equals 0.5, it means 50 % 

(1)FS(ai is low → Cj) =

∑
ai∈Cj

ulow(ai)

|T |
.

(2)FC(ai is low → Cj) =

∑
ai∈Cj

ulow(ai)
∑

ai∈C
ulow(ai)

.

images contain the feature ai and are annotated concept Cj. 
If the FC equals 0.5, it means the probability of concept Cj 
in the image set.

Table 2 shows some FARs and their measures 
extracted from Table 1 based on Eqs. (1) and (2). 
Am
n (m(low,mid, high), n(x1, x2)) is one candidate fuzzy 

grid, then we can obtain the k fuzzy itemsets according to 
fuzzy support.

The second step is building FARs base. Algorithm 1 trav-
erses all fuzzy feature vectors, obtaining frequent itemsets 
according to minimum fuzzy support (mFS). Algorithm 2 
defines an procedure to obtain effective FARs. It describes 
if FC(R) is larger than or equal to the minimum fuzzy con-
fidence (mFC), then R is effective and can be reserved. Our 
approach obtains FARs based on Apriori algorithm.

Table 1  From original feature 
vector to fuzzy feature vector

Image ID Original fea-
ture vector

Fuzzy feature vector Concepts

a1 a2 Fuzzy(a1) Fuzzy(a2)

ulow(a1) umid(a1) uhigh(a1) ulow(a2) umid(a2) uhigh(a2)

1 10 33 0.67 0.33 0 0.67 0.33 0 A,C,E,F

2 10 54 0.83 0.17 0 0.17 0.83 0 A,D

3 12 18 0.6 0.4 0 0.4 0.6 0 A,C,E

4 33 54 0 0.9 0.1 0 0.2 0.8 A,B,C

5 51 48 0 0.3 0.7 0 0.4 0.6 B,C,D,F

6 45 46.5 0 0.5 0.5 0 0.45 0.55 A,B,E

7 30 10.5 0 1 0 0.65 0.35 0 C,D

8 57 15 0 0.1 0.9 0.5 0.5 0 A,C

9 45 9 0 0.5 0.5 0 0.45 0.55 A,B,E

10 23.4 39 0.22 0.78 0 0 0.7 0.3 B,D,F

11 27 49.5 0.1 0.9 0 0 0.35 0.65 B,C,D

12 20.1 33 0.33 0.67 0 0 0.9 0.1 A,B,D,F

Algorithm 1 Obtaining the frequent itemsets F
Input : Training set T , mFS.

Output : frequent itemsets F .

Process:

1. C1 ← fuzzy partion (T )

2. F1 ← fuzzy frequent 1 itemset

3. for k = 2;Fk−1 �= ;k++ do

4. Ck =Candidate(Fk−1);

5. for each transaction t ∈ T do

6. for each candidate c ∈Ck do

7. Fk =Checking(Ck,mFS);

8. return F =
⋃
k Fk
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Algorithm 2 Obtaining FARs
Input : Frequent itemsets F , mFC.

Output : FARs.

Process:

1. for every feature attribute c ∈C do

2. while Fk �= do

3. for every frequent itemset f ∈ Fk do

4. if( f uzcon f ( f → c)≥ mFC) then

5. Output the rule f → c with con f = f uzcon f ( f → c);

3.2  Decision tree

The FARs base obtained from the approach is large and 
complex because the size of the image database is usually 
large. Many redundant rules exist in FARs base. As a result, 
the test phase is time costly and low efficiency. Therefore, 
our main goal is to select rules from the base to construct a 
compact rule set which can minimize the number of rules. 

Genetic Algorithms have been proposed to deal with this 
problem [6, 8]. However, this algorithm is not efficient 
enough. In our approach, we use the well-known algorithm 
of decision tree to reduce association rules. To filter the 
unnecessary long rules and weak rules from the FAR base, 
the basic idea is to determine how to split the FARs [11].

After the FARs are obtained, the former condition of 
rule is used to construct the new attribute for the decision 
tree.

Example 4 For example, a rule is described as 
R1 : (a1 is low, a2 is mid) → A, then a1

⋂
a2 is candidate 

attribute of decision tree.

However, it is doubtful whether the new candidate 
attribute will be valuable for annotation. Therefore, a fur-
ther evaluation is proposed in the approach. First, candi-
date attribute ANj is selected as root of a decision tree. The 
information content is described as Eq. (3).

where |T| stands for total count of transaction in data sets, 
k stands for the count of class, |Cj| is the count of jth class.

For one candidate attribute (that is, when ANj = 1 is sat-
isfied), the number of data records is described as Eq. (4). 
In these dataset records, the number of data records belong-
ing to Cj is described as Eq. (5).

The information content of data records which satisfy 
ANj = 1 is described as Eq. (6). When ANj �= 1, the num-
ber of data records is described as Eq. (7).

In the data records which satisfy ANj �= 1, we use N3k to 
represent the number of data records whose class label is 
marked Ck(k = 1, 2, , n). Then the information content of 
this kind of data records is described as Eq. (8).

To sum up, the information gain of new candidate attrib-
ute can be computed by Gain(ANj) = Groot − G1 − G2. If 

(3)Groot = −

k∑

j=1

|Cj|

|T |
log2

|Cj|

|T |
.

(4)N1 = |T |
sup(Ri)

conf (Ri)
.

(5)N2 = |T |sup(Ri).

(6)G1 =
N1

|T |
[−

N2

N1

log2
N2

N1

].

(7)N3 = |T | − N1 = |T |
conf (Ri)− sup(Ri)

conf (Ri)
.

(8)G2 =
N3

|T |
[−

n∑

k=1

N3k

N3

log2
N3k

N3

].

Table 2  Fuzzy support and fuzzy confidence of rules

ID Fuzzy rules Fuzzy support Fuzzy confidence

1 a1 is low → A 0.23 0.88

2 a1 is low → B 0.05 0.24

3 a1 is low → C 0.11 0.50

4 a1 is low → D 0.12 0.54

5 a2 is low → A 0.20 0.79

6 a2 is low → B 0 0

7 a2 is low → C 0.24 0.95

8 a2 is low → D 0.07 0.27

9 a1 is mid → A 0.30 0.55

10 a1 is mid → B 0.34 0.62

11 a1 is mid → C 0.37 0.68

12 a1 is mid → D 0.32 0.58

13 a2 is mid → A 0.34 0.70

14 a2 is mid → B 0.25 0.51

15 a2 is mid → C 0.25 0.51

16 a2 is mid → D 0.29 0.60

17 a1 is high → A 0.17 0.74

18 a1 is high → B 0.11 0.48

19 a1 is high → C 0.18 0.81

20 a1 is high → D 0.06 0.26

21 a2 is high → A 0.12 0.48

22 a2 is high → B 0.16 1

23 a2 is high → C 0.17 0.68

24 a2 is high → D 0.14 0.55
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Gain(ANj) > 0, then attribute ANj will be still kept in use, 
otherwise it will be abandoned. The procedure is described 
in detail as algorithm 3.

Algorithm 3 Reducing FARs according to new rules
Input: FARs.

Output: a decision tree.

Process:

1. Generate new candidate attribute in the FARs;

2. for every candidate attribute ANj do

3. if Gain(ANj)> 0 then

4. Keep ANj in use;

5. else abandon ANj;

6. Delete the FARs which including the ANj;

4  Experimental results and analysis

4.1  Datasets

We adopt Corel5k [4] and IAPR TC12 [18] as two baseline 
image datasets in our experiments. These two datasets are 
widely used as basic comparative data for recent research 
in image annotation.

Corel5k image database includes relatively abundant 
images which covers multiple topics. The database is com-
posed of 50 CDs which are containing 50 semantic top-
ics. Each CD contains 100 images with the same size. The 
images could be converted into a variety of formats. Each 
CD represents a semantic topic, such as building, people, 
bus, elephant, beach, etc. Corel 5k dataset usually divided 
into three parts. 4000 images constitute a training set. 500 
images constitute a validation set which is used to esti-
mate model parameters. The rest 500 images are used to 
test algorithm performance. After finding optimal model 
parameters with validation set, the training set of 4000 
images and the validation set of 500 images are combined 
into a new training set consist of 4500 images. Each image 
in the image database is annotated by 1–5 keywords. Train-
ing set containing 374 keywords in total. In addition, 260 
keywords are used in test set.

The IAPR TC12 dataset has an extensive application in 
automatic image annotation and multimedia information 
retrieval. The dataset includes 20,000 segmented images, 
including pictures of different sports and actions, photo-
graphs of people, animals, cities and many other categories 
of images. In the feature extraction phase, 99535 feature 
vectors are extracted from segmented regions. Each fea-
ture is composed of color spaces LAB, texture and space 

location. Each segmented region is assigned a label from a 
carefully defined vocabulary. The annotation vocabulary is 
organized according to a conceptual hierarchy. The annota-
tor goes through from top to bottom to look for the best 
label of each object.

4.2  Parameters setting

In our approach, mFS, mFC and partition number K are the 
parameters that can affect the annotation performance. To 
obtain the optimal parameters, we have done experiments 
with different values of the parameters. Figure 6 shows the 
annotation precision with different mFS and mFC. Notice 
that when the mFS and mFC of the rules is 0.05 and 0.85, 
respectively, the method has the best annotation precision 
92.5 %. From the results, we can see that the annotation 
precision is more sensitive to larger mFS, which indicates 
that a smaller mFS could be a better choice. On the other 
hand, the results show that the higher the mFS is, the more 
robust the annotation performance is. Hence, from the 
figure we can see the best annotation precision 92.5 % is 
simultaneously obtained with (mFS, mFC) = (0.05, 0.85). 
Likewise, we have used these two best parameters in subse-
quent experiments. We define K as the maximal number of 
fuzzy partitions in each quantitative attribute.

Figure 7 shows the precision with K varying from 3 to 8. 
We obtained the best performance when K is 6. That is to 
say, our experiments divide each quantitative attribute into 
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6 fuzzy partitions. Then the fuzzy feature is described by a 
22× 6-dimensional vector.

4.3  Evaluation measures

The algorithms are coded with Visual C++ 2012 and run 
on Intel 2.66 GHz Pentium4 CPU. The Operating system 
is Microsoft Windows 7 pro. In our approach, we use 80 % 
pictures in training part and the remain images are used as 
testing part. In Corel5k dataset, the segmentation algorithm 
is employed to segment 4000 images, and totally obtains 
42,379 segmented regions. There are 6 largest regions are 
selected at most. Each region is represented as a 22-dimen-
sional visual feature. Each image is annotated with 3–5 
top-ranked keywords. The standard of performance evalu-
ation includes precision, recall and F-measure, which are 
defined as

In above equations, a is the number of images annotated 
one certain keyword correctly, and b is the number of 
images which annotated the same word in the retrieval, 
and c is the number of all the images with the keyword 
as its original annotation. Tables 3 and 4 reveal precision, 

(9)Precision =
a

b
.

(10)Recall =
a

c
.

(11)F-Measure =
2× precision × recall

precision + recall
.

recall and F-measure of our approach on different database. 
Experimental results show that our approach could anno-
tate testing images effectively. Especially, for the category 
building on Corel 5 k and the category landscape on IAPR 
TC12, we obtained an outstanding performance.

4.4  Comparative experiments

Our approach automatically annotates images by combin-
ing FARs and decision tree. The approach can mine the cor-
relation between the visual features and semantic keywords 
of images. Furthermore, it uses decision tree to reduce 
unnecessary rules and assure the efficency of the algo-
rithms. To show the advantage of our approach, we com-
pare our approach with other state-of-the-art approaches, 
including TM [4], CMRM [10], CRM [14], MBRM [5], 
SML [1], JEC [18], PLSA-WORDS [22], HGDM [16] and 
CFAR [26]. TM, CMRM, CRM, MBRM, SML and PLSA-
WORDS are traditional and famous annotation models. 
HGDM [***8] is a hybrid model. JEC is a relatively new 
model which acquires high performance. Moreover, CFAR 
is a semantic annotation model by dealing with fuzzy asso-
ciation rules.

Table 3  Evaluation measures of annotation on Corel5k

Concepts Precision (%) Recall (%) F-Measure

Africa 81.2 76.9 0.85

Beach 87.8 80.2 0.90

Building 93.1 89.2 0.93

Mountain 87.1 86.5 0.89

Elephant 92.6 88.6 0.95

Mean 88.4 84.3 0.90

Table 4  Evaluation measures of annotation on IAPR TC12

Concepts Precision (%) Recall (%) F-Measure

Sports 79.5 75.3 0.82

People 87.6 88.6 0.94

landscape 91.4 90.2 0.88

Animal 88.0 80.5 0.87

Mean 87.0 82.6 0.88

Table 5  Performance comparison of different annotation models on 
Corel5k dataset

Models #Words with recall > 0 Results 
on 49 best 
words

Results 
on all 260 
words

MP MR MP MR

TM 49 0.20 0.34 0.06 0.04

CMRM 66 0.40 0.48 0.10 0.09

CRM 107 0.59 0.70 0.16 0.19

MBRM 122 0.74 0.78 0.24 0.25

SML 137 – – 0.23 0.29

JEC 139 – – 0.27 0.32

PLSA-Words 105 0.56 0.71 0.14 0.20

HGDM 137 0.78 0.83 0.28 0.32

Our approach 138 0.81 0.85 0.30 0.35

Table 6  Performance comparison of different annotation models on 
IAPR TC12 dataset

Models #Words with recall > 0 MP MR

MBRM 186 0.21 0.14

JEC 196 0.25 0.16

PLSA-Words 177 0.18 0.12

HGDM 194 0.29 0.18

Our approach 199 0.32 0.21
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For comparison, experimental results on Corel5k are 
shown in Table 5. We compare the mean precision (MP) 
and mean recall (MR) in 49 best keywords and all 260 
keywords in testing set. From the data on the 49 best 
keywords set, we can see that the MP of our approach is 
higher than all other approaches. Also, our approach has 
best annotation performance on total 260 keywords. From 
the experimental results, we can conclude that the perfor-
mance of our approach is superior to these state-of-the-art 
approaches.

Table 6 shows the experimental results on IAPR TC12. 
The evaluation measures includes the number of key-
words with recall >0, MP and MR. From the table we can 
see that our approach acquire better performance than all 
other approaches, which proves that our approach has 
good robustness when the size of image database become 
large.

Table 7 adds the comparison with SVM and CFAR. 
From the table we can conclude the precision of annotation 
approach based on fuzzy association rules are higher than 

the non-fuzzy association rules approach. Furthermore, our 
approach has better effectiveness than CFAR in most case. 
The small rule number indicates the decision tree performs 
excellent in reducing redundant rules.

In summary, the experimental results on the datasets of 
Corel5k and IAPRTC12 indicate that our approach is fairly 
stable with respect to its parameters. Furthermore, since our 
approach utilizes fuzzy association rules to relieve the influ-
ence of sharp boundary problem and employs decision tree to 
handle redundant association rules, it acquires higher precision 
and better effectiveness than many state-of-the-art approaches.

4.5  Examples of automatic image annotation

We select 3–5 top-ranked keywords to annotate the images 
from Corel 5k dataset. Figure 8 gives some annotation 
examples, including manual annotation and the annotation 
generated by our approach. It can be seen from the figure 
that the semantic concepts recognized by our approach are 
quite precise. Moreover, the keywords generated by our 

Table 7  Mean precision and rule number of SVM, CFAR and our approach

Concepts Dataset Image number SVM precision CFAR Our approach

Precision Rule number Precision Rule number

Sky Corel5k 100 0.85 0.83 12 0.83 9

Sea Corel5k 56 0.76 0.82 7 0.83 5

People Corel5k 78 0.80 0.81 9 0.82 7

Tree Corel5k 90 0.69 0.77 6 0.80 6

Flower Corel5k 30 0.69 0.75 4 0.77 5

Sports IAPR TC12 86 0.71 0.80 10 0.82 8

People IAPR TC12 55 0.70 0.74 7 0.80 6

Landscape IAPR TC12 90 0.71 0.80 9 0.79 6

Animal IAPR TC12 60 0.72 0.82 8 0.80 7

Fig. 8  Examples of automatic 
image annotation on Corel5k Image Our 

approach 
Manual 

annotation Image Our 
approach 

Manual 
annotation 
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approach are mostly plausible even it is not exists in man-
ual annotated keywords.

5  Conclusions

In this paper, we have proposed an approach which inte-
grates fuzzy association rules with decision tree algorithm 
to accomplish the task of automatic image annotation. In 
our approach, fuzzy association rules have been extracted to 
get the correlation between low level features and semantic 
concepts. However, since image database is very large in the 
real world, we adopt decision tree algorithm to process the 
large fuzzy association rules base, which can improve the 
performance of image annotation greatly. The experimental 
results demonstrate that our approach can derive the accu-
rate rules under large database. On one hand, the difference 
between our approach and other traditional association rules 
is that we add a process to handle association rules. On the 
other hand, the difference between our approach and other 
machine learning method of annotation (SVM, boosting, 
neutral network, etc.) is that we get the association between 
visual features and semantic concepts intuitively. Our 
approach is independent of specific hardware and operat-
ing system. After optimization, it can be applied in not only 
personal computer but also mobile equipment. In our future 
work, we will focus on selecting a more effective member-
ship function for feature partition and a more proper crite-
rion to calculate the fuzzy association rules.
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