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ABSTRACT In this paper, a single image dehazing technique using dual transmission maps strategy
and gradient-domain guided image filtering is presented. A new strategy is adopted to compute the dual
transmission maps using the dark channel and atmospheric light. Further, the transmission maps are refined
to remove any remaining ill effects using the gradient-domain-guided filter. Finally, using the dark channel,
atmospheric light, and refined transmissionmap, the haze-free image is obtained. The dual transmissionmaps
strategy not only removes halo artifacts and reduces the saturation but also ensures the natural appearance
in the recovered images. Furthermore, the proposed scheme is evaluated using a wide range of images and
compared with state-of-the-art schemes. The comparison shows the superiority of the proposed technique in
terms of recovering haze-free images.

INDEX TERMS Image de-hazing, transmission map, gradient-domain guided image filter.

I. INTRODUCTION
Adverse weather, when taken outdoor images, could often
decline the quality of images significantly. The degradation
in the perceptual quality is due to the particles present in the
atmosphere like fog, dust, mist, and haze [1]. The presence of
haze in the atmosphere obscures the clarity of the scene. The
reflection of suspended particles like fog, haze, andmist in the
atmosphere causes scattering and attenuation. The scattering
and attenuation subsequently reduce the direct transmission
from the scene to the camera and add another layer of the
surrounding scattered light, known as ambient light [2], [3].
The attenuated direct transmission causes the observed image
to suffer from low visibility, loss of contrast, and faded color,
as shown in Fig. 1.
As a result, computer vision applications, such as object

detection, road sign or traffic signal recognition, etcetera, find

The associate editor coordinating the review of this manuscript and
approving it for publication was Khursheed Aurangzeb.

FIGURE 1. Hazy images.

it difficult to extract and utilize the complete information
from the images. To remove the effect of weather and make
images more comprehensible, image-dehazing is proposed as
a prominent solution [4]–[6]. The task of image dehazing is to
remove the effects of haze, which, in turn, sometimes causes
essential information to be removed; therefore, in image
dehazing, one of the challenges is to remove the ill effects
of weather while maintaining the general details.
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In recent years, the computer vision field has found appli-
cations almost everywhere: remote sensing [7], smart vehi-
cles [8], objection identification [9], outdoor monitoring [10],
supervision [11], etcetera. However, in these computer vision
applications, input images need to be perceptually clear,
which sometimes not possible due to the heterogeneous
environment. So, it is necessary to restore haze-free images
rapidly and efficiently for computer vision applications. Due
to the uncertainty of weather itself and more unknown vari-
ables dehazing single images has always been a difficult
task [12], [13]. Dehazingmethods aremainly divided into two
types: enhancement-based [12]–[14] and restoration-based
dehazingmethods. The former approach, somehow, improves
the quality of resultant images but loses details, especially
near edges. The latter approach - such as color attenuation
prior [15] and dark channel prior [16], [17] - on the other
hand, obtain quality haze-free images and retain the crucial
information by maximizing the local contrast of the input
hazy image and enhances the visibility of degraded images.

Recently, a significant amount of research has been carried
out on single image dehazing algorithms, which improves
the efficiency, computational time, and quality of degraded
images [16]–[18]. The algorithms improve several character-
istics of hazy images, such as visibility, contrast, and produce
the natural color of output images due to better assumptions
and priors. In [18], a dehazing method is proposed, which
removes the haze from a single image using a dark channel
prior. The method is widely used in many image dehazing
algorithms. The proposed algorithm is based on the statistical
approach of the dark channel. The algorithm recovers an
image with high quality and maintaining the general details
of the original image using soft matting - a very complex and
time-consuming algorithm - for the refinement of the trans-
mission map. The proposed method, however, causes halo-
artifacts and color alteration, and failed when the input image
contains a large sky region. The method proposed in [19] is
an efficient method for image dehazing, and it uses the L1
norm based optimization method to estimate the unknown
scene transmission. The suggested method can recover a
good quality haze-free image with fine color and rich details,
but this method utilizes a very complex refinement strategy.
The fusion-based method [20] is another method that can
remove haze from a single image efficiently by computing
three weight maps in a per-pixel fashion. The halo artifacts
introduced by these weight map is minimized by multi-scale
fashion using a Laplacian pyramid. The proposed algorithm
gives very comparative results as compared to the previous
methods. The drawback of this method, however, is high
computational time that, in turn, makes it unsuitable for real-
time applications. The method in [21] suggested a unique and
hybrid approach of combining dark channel prior and bright
channel before restoring a haze-free image from the hazy
image. The method overcomes computational time; a guided
filter is used for transmission map refinement. The algorithm
proposed in [22] is based on a globally guided image filter,

which improves the color contrast of the hazy image and
preserves edge information in the resultant dehazed image,
but the method introduces some halo artifacts in the dehazed
image. Most of the techniques, discussed so far, experience
hindrances like computational complexity and fail to achieve
good results for images containing large sky regions. To solve
this problem of sky failure, a very effective and efficient
method has been proposed in [23]. The method reduced
overexposure problems and color alteration in the sky and
bright regions. The method proposed in [24] is a very fast
and efficient dehazing single image algorithm that uses a dark
channel and morphological reconstruction processes to refine
the transmission map and avoid computational complexity.
The proposed method recovers high-quality haze-free images
with enriching details. The technique presented in [25] uses
a dark channel prior to estimate different atmospheric light
values for the sky and non-sky regions. The proposed method
shows good results of images containing a large sky region.
Dehazing techniques based on variational models [26]–[29]
also exists in the literature. Variational models [26] employ an
iterative strategy to optimize a function to find either the best
possible minima or maxima using the calculus of variations.
Due to their iterative nature, they take comparatively longer
time to estimate the best transmission map and, hence, are
unsuitable for real-time applications.

In addition to conventional computer vision approaches to
solving the dehazing problem, numerous methods based on
machine and deep learning have been proposed [30]–[33].
For instance, the methods [30] and [31] dehaze a hazy image
using multilayer perceptrons, and the method [31] dehazes
images using a trainable end-to-endmulti-scale convolutional
neural network. Similarly, the approach presented in [32]
using NIN-DehazeNet combining Network-in-Network with
MSCNN (Single Image Dehazing via Multi-Scale Convo-
lutional Neural Networks) to estimate transmission map.
Neural network-based dehazing methods give good results,
but, like other neural-network-based techniques, they need
large datasets and high computational resources. These
requirements make them unsuitable for real-life applications.

Though the existing schemes give good results in terms
of haze removal, they still have some shortcomings, such as
complex algorithms, color-distortions in the recovered image,
and high computational time. Therefore, in the paper, we have
proposed a scheme that is not only simple but provides good
results. There are many minor contributions of the presented
paper, but the major ones are three: (i). the computation of
dual transmission maps, (ii). the fusion of dual transmission
maps, and (iii). the refinement of the fused transmission
map. The details of these contributions are mentioned in
the Secs. II and III.

The rest of the paper is organized as follows: in Sec. II,
we discuss the mathematical background required to under-
stand the proposed algorithm, Sec. III is dedicated to the
proposed scheme, while Sec. IV and Sec. V are reserved for
experimental results and conclusion, respectively.
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II. BACKGROUND
The proposed technique utilizes three parameters: atmo-
spheric dispersion model, dark channel prior, and transmis-
sion map; therefore, in this section, these parameters along
with other information are discussed in detail.

A. ATMOSPHERIC DISPERSION MODEL
The atmospheric dispersion model is a physical model used
for the formation of haze [1]. The mathematical model for
hazy image formation is described in Eq. (1).

f (x, y, c)=g(x, y, c)t(x, y)+A(1− t(x, y)) x, y ∈ R(X ,Y )

(1)

where f (x, y, c) is the captured hazy image, A is the ambient
light value, g(x, y, c) is the scene radiance, and t(x, y) is the
scene transmission medium – describing the portion of the
light that is not scattered and reaches the camera. Finally,
(x, y) ∈ R(X ,Y ) denote the coordinates of pixels and c ∈ R3

represents the number of channels.
The target of a haze removal algorithm is to recover g, A,

and t from f . In Eq. (1), the first term; that is, g(x, y, c)t(x, y),
represents the direct attenuation [1], [2], which denotes
the portion of light, that after attenuating through the
medium, reaches the camera. The second term; that is,
A(1−t(x, y)), denotes the atmospheric scattering light, which
causes the distortion, contrast reduction, and color shift in a
scene.

FIGURE 2. Atmospheric dispersion model.

Fig. 2, which is shown above, depicts the atmospheric
dispersion model. The ambient light value (A), some authors
refer it as airlight other calls it atmospheric light, represents
tiny particles scattering in the atmosphere and mix with the
sunlight, and, as a result, create contrast reduction and distor-
tion in the scene. The direct transmission t(x, y) denotes the
amount of light that reaches the camera without distortion,
and the depth shows the distance between the camera and the
scene to be captured.

B. DARK CHANNEL PRIOR (DCP)
For any hazy image f (x, y, c), the dark channel [18] is com-
puted as follows:

gdark (x, y) = min
p∈�(m,n)

(
min

c∈{r,g,b}
f (x, y, c)

)
, (2)

where �(m, n) represents the local patch, which is centered
at (m, n). The resultant dark channel gdark (x, y) is a haze-
free image and contains zeros where the region is non-bright
and non-zeros values otherwise, as shown in Fig. 3. For a
detailed explanation of the dark channel prior, readers can
refer to [18].

FIGURE 3. Images and their dark channels.

C. ATMOSPHERIC LIGHT ESTIMATION
The reflection of suspended particles like fog, haze, and mist
in the atmosphere causes scattering and attenuation. The scat-
tering and attenuation reduce the direct transmission from the
scene to the camera and adds another layer of the surrounding
scattered light, known as atmospheric light. The atmospheric
light reduces the quality of input images; therefore, a suitable
method is required to estimate the atmospheric light. There
are several methods [18], [20], [23] for the estimation of
atmospheric light. In the proposed method, the atmospheric
light [18] for each color channel is estimated using the steps
described in Algorithm 1.

As a result, the atmospheric light would be a three dimen-
sional vector; that is, A ∈ R1×3, where each value represent-
ing the atmospheric light of each channel.

D. TRANSMISSION MAP ESTIMATION
The transmission map t(x, y) denotes the portion of the
light that reaches the camera after reflecting from the scene.
As a result, it contains the depth information of the haze in
the degraded image. The transmission map estimation plays
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Algorithm 1 Atmospheric Light Estimation

Input: f (x, y, c) ∈ RX×Y×C : Hazy Source Image,
gdark (x, y) ∈ RX×Y : Dark Channel of Hazy
Image.

Output: A ∈ R1×C : Atmospheric Light Estimation
1 [val, ind] = maxqi=0

(
gdark (x, y)

)
/* find the q number of bright pixels

and their locations from the dark
channel gdark */

2 for i← 1 to C do
3 g (1, i) = f (ind, i)

/* finding the q pixels of each
channel of f located at
locations ind */

4 end
5 A = g(1,C)

q ; // Computing the mean of

g(1,C)

Algorithm 2 Transmission Map Estimation

Input: f (x, y, c) ∈ RX×Y×C : Hazy Source Image,
A ∈ R1×C : Atmospheric Light of each Channel.

Output: t(x, y) ∈ RX×Y : Transmission Map Estimation
1 for i← 1 to C do
2 J (x, y, i) = f (x,y,i)

A(1,i)
/* dividing all the pixels of the

original image with the
corresponding airlight
estimation */

3 end
4 Dark channel computation f dark (x, y) using Eq. (2)
5 t(x, y)← 1− ω ∗ f dark (x, y) ; // estimation map
is computed

a crucial role in image dehazing because, without the infor-
mation of the depth, it is almost impossible to de-haze an
image.

The transmission map is computed as described in the
Algorithm 2.

On a normal clear day, some tiny particles are present in
the atmosphere; therefore, a constant parameter: ω ∈ [0, 1],
is introduced in Step 5 of Algorithm 2 to keep the small
amount of haze for the practical situation [18].

E. REFINEMENT OF THE TRANSMISSION MAP
The transmission map estimated using Algorithm 2 contains
some halo artifacts near the edges of hazy images. The
reason is that the transmission map is not always constant
in the patch. Many methods were proposed to refine the
rough transmission map such as soft matting [18], guided fil-
ter [22], and some other refinement methods were presented
in [24] and [30]. However, in the proposed scheme, we have
employed gradient-domain guided image filtering [34] to

FIGURE 4. Estimation maps.

refine the transmission map. The involvement of the gradient-
domain guided filter improves the computational time, which
is required in image dehazing algorithms to make them suit-
able for practical use [19], [20].

The filter not only reduces the computational time but
brings natural appearance in the transmission map as com-
pared to the existing methods, also evident from Fig. 4.

III. PROPOSED METHOD
In image dehazing, the size of a window plays an important
role [1], [4]. For instance, a smaller window size, such as
3× 3, reduces halo artifacts effectively; however, it increases
the computational time and makes the restored images over-
saturated. Furthermore, the smaller windows are sensitive to
noise. On the other hand, a comparatively larger window size,
such as 15× 15 or more, reduces the saturation and helps in
estimating the accurate atmospheric light, but it produces halo
artifacts, especially near edges [23], [24]. Therefore, selecting
a suitable filter size is of paramount importance. In the pro-
posed method, it is found out that using both the sizes: small
and large, eliminates the phenomenon of color saturation,
halo artifacts, and enriches the details of the restored image.
The detailed procedure of the proposed scheme is shown in
the diagram of Fig. 5.
Given a hazy image f (x, y, c) ∈ RX×Y×C , first, the dark

channel prior gdark (x, y) is computed using Eq. 2. Next,
the atmospheric light estimate: A ∈ [0, 1], is calculated
using Algorithm 1. The parameter A contains three values,
which will show how much each channel of the hazy image
has suffered due to the atmosphere. The parameter (A) is
then used to estimate the transmission map. To avoid any
halo artifacts and over-saturation in the restored images, dual
transmission maps are estimated: one with a smaller window
and the other with a larger window size. In this research,
we found out that, using sizes of 3 × 3 and 15 × 15 for
smaller and larger windows, respectively, give satisfactory
results as shown in Sec. IV. Later, both the transmission maps
are combined as follows:

t(x, y) = αt1(x, y)+ (1− α)t2(x, y), (3)

where α ∈ (0, 1) is used as a regularization parameter to
control the contribution of each transmission map in the

89058 VOLUME 9, 2021



S. M. Ehsan et al.: Single Image Dehazing Technique

FIGURE 5. Atmospheric dispersion model.

final image. To select a suitable value for α, we performed
a number of experiments. Our experiments revealed that the
larger value of α introduces over-saturation in the resultant
image and makes it perceptually unnatural. The smaller val-
ues; that is, less than 0.5, on the other hand, cause haze to
remain in the output image. The optimal value for α that
we found is 0.85, which gives good results in terms of haze
removal and keeps the natural appearance intact. Therefore,
in the proposed scheme, the value α = 0.85 is used.
Though the dual transmission map strategy reduces halo

artifacts and over-saturation, the estimated transmission map
t(x, y) still contains some halo artifacts. To remove them
and to estimate the refined transmission map t̃(x, y), gradient
domain guided image filtering [34] is used. To apply the filter,
the gray-scale version of the hazy image is used as a reference
image. Finally, the restored (haze-free) image is obtained
using the following equation.

g(x, y, c) =
f (x, y, c)− A

max
(
t̃(x, y), to

) + A (4)

The value to = 0.1 is introduced in the above equation to
avoid the division by 0 and to bring the natural appearance in
the restored image.

IV. EXPERIMENTAL RESULT
To validate the performance of the proposed scheme,
a number of experiments were performed. The images
[35] and [36], chosen for experimentation, have a wide range

of varieties. Furthermore, the presented scheme is analyzed
subjectively and objectively, and compared with some state-
of-the-art techniques [15], [18], [24], and [39]. In the subse-
quent subsections, the performance of the proposed scheme
and its comparison with other techniques are discussed in
detail.

A. SUBJECTIVE COMPARISON
To prove the quality of our scheme, the first image, shown
in Fig. 6a, is chosen. The opted figure is very diverse; it not
only contains structural variation, but also contains a wide
range of colors. From Fig. 6, it is visible that all the schemes
were successful in restoring the haze-free image. However,
upon zooming the pictures, it is revealed that some of them
are blurry, while others are over-saturated as shown in Fig. 6.
For instance, the results of the technique [18] contain halo
artifacts around leaves and the overall image look dim; the
method [24], shown in Fig. 6d, recovers good quality images
and removes the haze very well, but images look blur and
over-saturated; the result of [15], shown in Fig. 6c, contains
halo artifacts near edges, the whole image is darker, and the
result looks unnatural.

On the contrary, the proposed scheme not only removes the
haze but brings the natural appearance with brightness in the

FIGURE 6. Comparison with state-of-the-art schemes.
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FIGURE 7. Comparison with state-of-the-art schemes.

restored image while maintaining the details of the original
image at the same time.

To further strengthen the validation of the better perfor-
mance of the proposed scheme as compared to the existing
techniques, a detailed comparison is presented in Fig. 7. The
techniques [15], [18], and [39] could somehow remove the
haze, but the sky region still has a significant amount of haze.
The technique [24], on the other hand, successfully removed
the haze; however, the resultant image is over-saturated and,
therefore, appears dark. Whereas, the proposed technique not
only removed the haze but ensured the perceptual quality in
terms of brightness, and, as a result, the resultant images look
natural with all the details.

The comparison of the proposed scheme with other con-
temporary schemes for another outdoor image 8a is shown
in Fig. 8. The proposed scheme outperforms [24] in terms
of qualitative performance. However, the improvement in
comparison to [15], [18], and [39] is very subtle; for instance,
all the images look similar, but upon zooming, it appears
the proposed scheme’s image is crisper and retains the edge
information when removing haze; while other techniques loss
this crispness.

The proposed scheme is tested for a number of images,
and it is space-consuming to discuss each image one by one.
Therefore the results of the presented scheme along with
original images are shown in Fig. 9. It is evident from Fig. 9
that the proposed scheme is successful in removing the haze

FIGURE 8. Comparison with state-of-the-art schemes.

TABLE 1. Evaluation and comparison in terms of PSNR.

from a range of images of different textures and varieties and
recovered haze-free images.

B. OBJECTIVE COMPARISON
In addition to subjective analysis and qualitative comparison
with other schemes, the proposed scheme is evaluated and
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FIGURE 9. Original and recovered images.

compared with the latest techniques objectively as well. For
objective analysis and comparison, peak signal-to-noise ratio
(PSNR) [24] is used. Before proceeding further, the PSNR is
discussed briefly in the forthcoming subsection.

1) PEAK SIGNAL-TO-NOISE RATIO (PSNR)
The PSNR calculates the peak signal-to-noise ratio between
two images in decibels. The higher value of PSNR indi-
cates better performance of a scheme to recover the haze-
free images. Given a hazy image f (x, y, c) and recovered
haze-free image g(x, y, c), the PSNR is computed as
follows:

PSNR = 10 log10

(
I2max
MSE

)
, (5)

where I2max and MSE represent, respectively, the maximum
possible value in the image g(x, y, c) and the mean squared
error between g(x, y, c) and f (x, y, c). The MSE can be

TABLE 2. Comparison in terms of computational time.

computed using (6).

MSE =
1

m×n×c

C∑
c=1

X∑
x=1

Y∑
y=1

(f (x, y, c)−g(x, y, c))2 (6)
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Finally, the PSNR values of the proposed scheme and other
techniques are presented in Table 1.

It can be seen that the proposed scheme performed better
than other state-of-the-art schemes.

To carry out the experiments, we used MATLAB
(2018 version) software on a computer with specifications:
2GB RAM, Windows 8 operating system, and Intel core
i3 processor. Furthermore, the computational time of our
scheme and that of others is presented in Table 2.

It is visible that our scheme outperforms the contemporary
techniques in terms of processing speed as well.

V. CONCLUSION
In this paper, we introduce a very simple, effective, and time-
efficient method is proposed for image dehazing. To achieve
haze-free images, a dark channel is used and dual transmis-
sion maps are estimated using different window sizes. The
proposed method has been tested on different images and
compared with state-of-the-art methods. The experimental
result shows that the proposed method can effectively recover
the haze-free image with true color and reduces the compu-
tational time as well. This method for image dehazing offers
a fast high-performance dehazing algorithm that is suitable
for high-resolution images and computer vision applications.
However, the proposed technique struggles to remove haze
from those hazy images, which are taken at nighttime. In the
future, we would like to propose a solution that can remove
haze regardless the images are taken in daytime or nighttime.
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