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Abstract
This paper proposes a new optimization algorithm named future search algorithm (FSA). This algorithm mimics the person’s 
life. People in the world search for the best life. If any person found that his life is not good, he tries to change it and he 
imitates the successful persons. According to this behavior, this algorithm is built by mathematical equations. The FSA can 
update the random initial. Furthermore, it uses the local search between people and the global search between the histories 
optimal persons to achieve the best solutions. The proposed algorithm does not have tuned parameters. In addition, it has low 
computational complexity, fast convergence, and high local optima avoidance. The performance of the proposed algorithm 
is evaluated by applying it to solve some benchmarks test functions. These test functions have various characteristics neces-
sary to evaluate the FSA. In addition, the performance of the proposed algorithm is compared with five other well-known 
methods. The results confirm a better performance of the proposed algorithm to get the optimal solution with fewer iterations 
number than other methods.

Keywords  Future search algorithm (FSA) · Benchmark functions · Constrained optimization · Meta-heuristic algorithms

1  Introduction

In the new century, the most fields need heuristic algorithms 
(HA) to get unknown parameters. The heuristic algorithms 
reduce the effort, the time, and errors of the conventional 
methods such as the trial–error method and the experience 
of the designer method. So, the most researchers concentrate 
their researches to find new HA. There are different types 
of HA used for the optimal tuning of these parameters such 
as genetic algorithm (GA) [1–4], particle swarm optimiza-
tion (PSO) [5, 6], bacterial foraging optimization algorithm 
(BFOA) [7, 8], artificial bee colony (ABC) [9–11], tabu 
search algorithm [12–14], imperialist competitive algorithm 
(ICA) [15], gravitation search algorithm (GSA) [16, 17], 
bat inspired algorithm (BIA) [18, 19], and other techniques 
[20–24]. All these HA give acceptable results for the optimi-
zation of unknown parameters compared with conventional 
methods. The main difference between all HA is the con-
structing method of each one. There is some HA have results 

close to each other for simple applications, while the results 
difference may appear for the complicated applications. All 
these HA start with a random initial and they build its itera-
tions based on the best solution of the random initial. If the 
best solution of the random initial far from the optimal solu-
tion, the HA may take long iterations number to reach the 
optimal solution. Another problem associated with some of 
these HA, the solutions are built based on the global best 
solution only in some of these HA and based on the local 
best solution only in others. Also, this problem leads to a 
long number of iterations. Furthermore, some of these HA 
are built based on more and complex mathematical equations 
which lead to more time and long number of iterations to 
reach the optimal solution. This paper proposes a new opti-
mization algorithm named future search algorithm (FSA) to 
overcome the above problems. This algorithm mimics the 
human behavior to find the best life around the world. The 
space of solutions in the algorithm is represented by persons. 
The person which achieves the best performance in a country 
is the optimal local solution between the other persons. Every 
year, this solution may be changed and there is another solu-
tion by a different person in another country. The algorithm 
updates the local solutions in each iteration and it selects the 
best solution overall iterations which considered the global 
solution. This algorithm can update the random initial and it 
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builds its iterations based on the local and global solutions to 
achieve the best solutions. Twenty-three standard benchmark 
functions are used to evaluate the performance of the pro-
posed FSA. Furthermore, the performance of the proposed 
FSA is compared with the GA, PSO, GSA, firefly algorithm 
(FFA), and lightning search algorithm (LSA). The results 
proved a better performance of the proposed FSA to get the 
optimal solution with fewer iterations number than the GA, 
PSO, GSA, FFA, and LSA.

2 � Future search algorithm

All people in the world look for the best life. If any person 
found that his life is not good, he tries to emulate the life of 
the best person around the world. The future search algo-
rithm uses this behavior to find the best solutions. The FSA 
is formulated by mathematical equations. It can update the 
random initial and it utilizes the local search between people 
and the global search between the histories optimal persons 
as mentioned in the Abstract and the Introduction sections. 
The others HA start its steps by a random initial and it builds 
its iterations based on the best solution of the random ini-
tial. This best solution may be far from the optimal solution, 
this makes the HA take long iterations number to reach the 
optimal solution. The FSA can overcome this problem and it 
updates the random initial every each iteration. In each HA, 
there is a local best solution between the multi-agents and 
global solution between the iterations. Some of HA update 
its new solution based on the local best solution only. But the 
others update its new solution based on the global best solu-
tion only. These methods may take a long number of itera-
tions. The FSA utilizes the local best solution and the global 
best solution to find the best solutions. Some of HA have 
more and complex mathematical equations which can lead to 
more time and long number of iterations to reach the optimal 
solution. The proposed FSA is built by simple mathematical 
equations. In FSA, the space of solutions is represented by 
person search for the best life in the countries of the world. 
The person which achieves the best performance in a country 
is representing the optimal local solution between the other 
persons. Every year, this solution may be changed and there 
is another solution by a different person in another country. 
The person which achieves the best performance in a country 
over some years is representing the optimal global solution 

between the other persons. If the performance of the persons 
in a year does not achieve a great performance from the last 
year, the initial positions of each person will change.

The methodology of this algorithm is built based on math-
ematical equations as following, it starts its steps based on 
random solutions by this equation,

where S: Solutionm, i: Current solution of population size, 
Lb : Lower limit bounds, Ub: Upper limit bounds, rand: 
Uniformly distributed pseudo-random numbers, d: Dimen-
sions of problem.

After finding the solutions, each solution is defined as a 
local solution (LS) and the best one is selected and it is defined 
as a global solution (GS) and then the algorithm starts its itera-
tions to find the optimal solution. The algorithm defines the 
solution of each person in the population size by the following 
equation which depends on GS and LS.

First, the search in each country depends on the LS which 
support the exploitation characteristic of the proposed algo-
rithm and it is computed by

Second, the search in the overall world depends on the GS 
which support exploration characteristic of the proposed algo-
rithm and it is defined as follows

After computing the local and the global convergences, the 
solution of each person is defined by

Then the algorithm updates the GS and LS. After finding 
the solutions in the current iteration and the new GS and LS, 
the algorithm updates the random initial of Eq. (1) and this 
property is added to support exploration characteristic of the 
proposed algorithm and it is defined by

Then, the algorithm checks the GS and LS due to the updat-
ing of initial and it updates them if they are better than the GS 
and LS of the main loop of the algorithm. The steps of FSA 
are summarized in the flowchart in Fig. 1 and in the following 
code.

(1)S(i, ∶) = Lb + (Ub − Lb). ∗ rand(1, d)

(2)S(i, ∶)
L
= (LS(i, ∶) − S(i, ∶)) ∗ rand

(3)S(i, ∶)
G
= (GS − S(i, ∶)) ∗ rand

(4)S(i, ∶) = S(i, ∶) + S(i, ∶)
L
+ S(i, ∶)

G

(5)S(i, ∶) = GS + (GS − LS(i, ∶)) ∗ rand
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The pseudo code of FSA.

Initialize by Equation (1)

Define GS and LS

while (t <Max number of iterations)

compute the local and the global convergences by Equations (2), (3) respectively

Define new solutions by Equation (4)

Update GS and LS

Update the random initial of Equation (1) by Equation (5)

Check the GS and LS due to the updating of initial

end while

Stop

3 � Validation and comparison

The performance of FSA is evaluated by using 23 standard 
benchmark functions [25]. In these benchmark functions, 
the ranges of their search space ‘s’, the dimension of each 
function ‘d’, and the minimum value of each function ‘Fmin’ 
are listed in Tables 1, 2 and 3.

The proposed FSA is applied to get the optimal param-
eters of each objective function in Tables 1, 2 and 3 by mini-
mizing it. The results of FSA are compared with GA, PSO, 
GSA, FFA, and LSA. The used settings of all algorithms are: 
agent size = 30 and maximum iteration number = 1000. The 
results of the different cases of objective functions are listed 
in the following sub-sections.

3.1 � The case of unimodal high‑dimensional 
functions

The unimodal functions F1 to F7 are listed in Table 1. In 
this case, the tests are carried out in Matlab over 30 runs. 
The best values of each unimodal function due to each opti-
mization algorithm are listed in Table 4. The best algorithm 
for each benchmark function is indicated in bold type. It 
is clear from this table that the proposed FSA provides 
better results than GA, PSO, GSA, FFA, and LSA for all 
functions.

The effort of each optimization method to decrease each 
unimodal function with the variation of iteration number 
appears in Figs. 2, 3. These figures show that the FSA faster 
than other algorithms.

3.2 � The case of multimodal high‑dimensional test 
functions

In the case of multimodal functions, there are many local 
minima and almost multimodal functions difficult to opti-
mize. The better results depend on the ability of the algo-
rithm to escape from poor local optima and locate a near-
global optimum. The multimodal high-dimensional test 
functions F8 to F13 are listed in Table 2. In this case, the 
tests are carried out in Matlab over 30 runs. The best val-
ues of each objective function due to each optimization 

Define GS and LS

Compute the local and the global 
convergences by Equations (2), (3) 

Define new solutions by Equation (4)

Update GS and LS

Is stopping 
Criterion reached?

Stop

Yes

No

Update the random initial of Equation (1) 
by Equation (5)

Check the GS and LS due to the updating 
of initial

Initialize by Equation (1)

Fig. 1   The flowchart of the future search algorithm
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algorithm are listed in Table 5. The best algorithm for each 
multimodal high-dimensional function is indicated in bold 
type. It is clear from this table that the proposed FSA per-
forms better solution than GA, PSO, GSA, FFA, and LSA 
for all functions.

The effort of each optimization method to decrease each 
multimodal high-dimensional function with the variation of 
iteration number appears in Figs. 4, 5. These figures show 
that the FSA still faster than other algorithms.

Fig. 2   Best of benchmark func-
tions F1–F4

F1 F2

F3 F4
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3.3 � The case of multimodal low‑dimensional 
functions

The multimodal low-dimensional test functions F14 to F23 
are listed in Table 3. In this case, the tests are carried out 
in Matlab over 30 runs. The best values of each multimodal 

low-dimensional function due to each optimization algo-
rithm are listed in Table 6. It is clear that the results of the 
proposed FSA, GA, PSO, GSA, FFA, and LSA have similar 
solutions in the most multimodal low-dimensional functions.

The effort of each optimization method to decrease each 
multimodal low-dimensional function with the variation of 

Fig. 3   Best of benchmark func-
tions F5–F7

F5 F6

F7
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Fig. 4   Best of benchmark func-
tions F8–F11

F8 F9

F10 F11

Fig. 5   Best of benchmark func-
tions F12–F13

F12 F13
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iteration number appears in Figs. 6, 7 and 8. These figures 
show that the results of all optimization techniques are close 
to each other.

4 � Conclusion

In this paper, a new algorithm is proposed and it is named 
FSA. The main idea of this algorithm is built based on 

Fig. 6   Best of benchmark func-
tions F14 – F17

F14 F15

F16 F17
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the behavior of people to find the best life. The FSA can 
update the random initial and it uses the local search 
between multi-agents and the global search between the 
histories optimal agents to find the optimal solutions. 
The proposed FSA is validated by applying it to solve 23 

benchmark functions. The results of FSA are compared 
with the results of the GA, PSO, GSA, FFA, and LSA. The 
results show that FSA outperforms the GA, PSO, GSA, 
FFA, and LSA GSA, FFA, and LSA to minimize the most 
benchmark function. Furthermore, the results proved that 

Fig. 7   Best of benchmark func-
tions F18–F21

F18 F19

F20 F21
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Fig. 8   Best of benchmark func-
tions F22–F23

F22 F23

Table 1   Unimodal test 
functions, the ranges of their 
search space ‘s’, the dimension 
of each function ‘d’, and the 
minimum value of each function 
‘Fmin’

Unimodal test functions d s Fmin

F1(x) =
∑d

i=1
x2
i

1000 [− 100, 100] 0

F2(x) =
∑d

i=1
��xi�� +

∏d

i=1
��xi�� 1000 [− 10, 10] 0

F3(x) =
∑d

i=1

�∑i

j=1
xj

�2 100 [− 100, 100] 0

F4(x) = maxi
{||xi||, 1 ⩽ i ⩽ n

}
1000 [− 100, 100] 0

F5(x) =
∑d−1

i=1

�
100

�
xi+1 − x2

i

�2
+
�
xi − 1

�2� 30 [− 30, 30] 0

F6(x) =
∑d

i=1

��
xi + 0.5

��2 1000 [− 100, 100] 0

F7(x) =
∑d

i=1
ix4

i
+ random[0, 1) 30 [− 1.28, 1.28] 0

Table 2   Multimodal test functions, the ranges of their search space ‘s’, the dimension of each function ‘d’, and the minimum value of each function ‘Fmin’

Multimodal test functions d s Fmin

F8(x) =
∑d

i=1
−xi sin

����xi��
�

30 [− 500, 500] − 12,569.5

F9(x) =
∑d

i=1

�
x2
i
− 10 cos

�
2�xi

�
+ 10

� 30 [− 5.12, 5.12] 0

F10(x) = −20 exp

�
−0.2

�
1

d

∑d

i=1
x2
i

�
− exp

�
1

d

∑d

i=1
cos

�
2�xi

��
+ 20 + e

30 [− 32, 32] 0

F11(x) =
1

4000

∑d

i=1
x2
i
−
∏n

i=1
cos

�
xi√
i

�
+ 1

30 [− 600, 600] 0

F12(x) =
�

d

{
10 sin

(
�y1

)
+
∑d−1

i=1

(
yi − 1

)2[
1 + 10sin2

(
�yi+1

)]
+
(
yd − 1

)2}

+
∑d

i=1
u
(
xi, 10, 100, 4

)
,

yi = 1 +
1

4
(xi + 1)

u(xi, a, k,m) =

⎧⎪⎨⎪⎩

k(xi − a)m, xi > a

0, −a < xi < a

k(−xi − a)m, xi < −a

30 [− 50, 50] 0

F13(x) = 0.1
{
sin2

(
3�x1

)
+
∑d−1

i=1

(
xi − 1

)2[
1 + sin2

(
3�xi+1

)]

+
(
xn − 1

)2
[1 + sin2

(
2�xn

)}
+
∑d

i=1
u
(
xi, 5, 100, 4

)
30 [− 50, 50] 0
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Table 3   Multimodal test functions with fix dimension, the ranges of their search space ‘s’, the dimension of each function ‘d’, and the minimum 
value of each function ‘Fmin’

Multimodal test functions with fix dimension d s Fmin

F14(x) =

�
1

500
+
∑25

j=1

1

j+
∑2

i=1 (xi−aij)
6

�−1 2 [− 65.536, 65.536] 1

F15(x) =
∑11

i=1

�
ai −

x1(b
2
i
+bix2)

b2
i
+bix3+x4

�2 4 [− 5, 5] 0.0003075

F16(x) = 4x2
1
− 2.1x4

1
+

1

3
x6
1
+ x1x2 − 4x2

2
+ 4x4

2
2 [− 5, 5] − 1.0316285

F17(x) =
(
x2 −

5.1

4�2
x2
1
+

5

�
x
1
− 6

)2

+ 10
(
1 −

1

8�

)
cos x1 + 10

2 [− 5, 10] × [0, 15] 0.398

F18(x) =
[
1 +

(
x1 + x2 + 1

)2(
19 − 14x1 + 3x2

1
− 14x2 + 6x1x2 + 3x2

2

)]
×

[
30 +

(
2x1 − 3x2

)2
×
(
18 − 32x1 + 12x2

1
+ 48x2 − 36x1x2 + 27x2

2

)]
2 [− 2, 2] 3

F19(x) = −
∑4

i=1
ci exp

�
−
∑3

j=1
aij
�
xj − pij

�2� 3 [0, 1] − 3.86

F20(x) = −
∑4

i=1
ci exp

�
−
∑6

j=1
aij
�
xj − pij

�2� 6 [0, 1] − 3.32

F21(x) = −
∑5

i=1

��
X − ai

��
X − ai

�T
+ ci

�−1 4 [0, 10] − 10

F22(x) = −
∑7

i=1

��
X − ai

��
X − ai

�T
+ ci

�−1 4 [0, 10] − 10

F23(x) = −
∑10

i=1

��
X − ai

��
X − ai

�T
+ ci

�−1 4 [0, 10] − 10

Table 4   The best value of each 
objective function due to each 
optimization algorithm

Unimodal 
test functions

GA-Best PSO-Best GSA-Best FFA-Best LSA-Best FSA-Best

F1 0.00448 8.3377e−012 5.8560e−017 0.005027795 1.06220e−19 0
F2 0.7845 0.21472 3.6345e−008 0.172154000 2.21758e−07 0
F3 0.717 0.59714 197.5886 716.4716944 9.201365586 1.535e−49
F4 0.755 0.24196 1.1475e−008 0.055032609 0.118431936 0
F5 0.5024 7.2414 24.8082 27.85966457 0.560036507 0
F6 0.0254 1.5613e−015 0 0 0 0
F7 0.9137 0.0042529 0.0187 0.008299594 0.016268885 5.6194e−006

Table 5   The best value of each objective function due to each optimization algorithm

Multimodal high-
dimensional function

GA-Best PSO-Best GSA-Best FFA-Best LSA-Best FSA-Best

F8 − 118.3588 − 7713.2454 − 3.6142e + 003 − 7397.28009 −9193.9122 − 12569.4866
F9 6.2594 16.9149 16.9143 11.3594362 40.7932709 0
F10 0.0499 1.778 5.5264e−009 0.022344835 8.73041e−08 8.8818e−016
F11 0.001 0.0050629 2.1599 0.002458997 2.22045e−16 0
F12 2.5596e−04 2.4046e−012 4.4266e−019 9.14932e−05 2.23008e−15 1.5705e−032
F13 1.229e−05 0.010988 4.5069e−018 0.000727556 2.75229e−19 1.3498e−032
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FSA is faster than other methods for the most benchmark 
functions.
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Table 6   The best value of each 
objective function due to each 
optimization algorithm

The best algorithm for each multimodal low-dimensional function is indicated in bold type

Multimodal 
low-dimensional 
functions
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